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ABSTRACT Current observation systems that provide data for the analysis and prediction of climate and day-to-
day weather are described, along with plans for future systems. The basic principles of satellite, radar, lidar, and
sodar measurements are summarized. Temperature and moisture measurements on planetary and synoptic scales,
ranging from satellites, the radiosonde network, aircraft, and other sounding systems are described. Wind
measurements from satellites, rawinsondes, air composition from satellites, the energy budget, and surface
measurements are also discussed. The measuring systems for mesoscale and convective-scale weather are then
noted, including satellite-borne radiation instrumentation, and lightning imaging sensors. Operational, fixed-
site, and mobile and airborne research radars, surface instrumentation, and ground-based and in-situ profiling
systems, aircraft-borne and shipborne instrumentation are also summarized. Special observation issues such as
coordination among providers, data assimilation considerations, and data curation are then considered.
Special issues for the future are noted in the last section.

RÉSUMÉ [Traduit par la redaction] Les systèmes d’observation actuels qui fournissent des données pour l’ana-
lyse et la prévision du climat et du temps au jour le jour sont décrits, tout comme les plans pour les systèmes ultér-
ieurs. Les principes de base des mesures par satellite, radar, lidar et sodar sont résumés. Les mesures de
température et d’humidité à l’échelle planétaire et synoptique, réalisées par les satellites, le réseau de radio-
sondes, les avions et d’autres systèmes de sondage, sont décrites. Les mesures du vent à partir de satellites, de
sondes de radiovent, la composition de l’air à partir de satellites, le bilan énergétique et les mesures de
surface sont également abordés. Les systèmes de mesure du temps à méso-échelle et à l’échelle de la convection
sont ensuite présentés, y compris les instruments de mesure du rayonnement par satellite et les capteurs d’ima-
gerie de la foudre. Les radars de recherche opérationnels, fixes, mobiles et aéroportés, les instruments de
surface, les systèmes de profilage au sol et in situ, les instruments embarqués dans les avions et les navires
sont aussi résumés. Les questions d’observation spéciales telles que la coordination entre les fournisseurs, les
considérations relatives à l’assimilation des données et la conservation des données sont ensuite examinées.
Les questions spéciales pour l’avenir sont indiquées dans la dernière section.

KEYWORDS winds; instrumental; radar; remote sensing; climate processes; data assimilation

I often say that when you can measure what you are speaking
about, and express it in numbers, you know something about
it; but when you can not express it in numbers, your knowl-
edge is of a meagre and unsatisfactory kind;… Lord
Kelvin, 1883, Physics Letters A, Vol. 1.

1 Introduction

Lord Kelvin would certainly agree that it is vital to measure
the state of the atmosphere and its surface boundary in
order to understand weather and climate. Physical quantities

such as temperature, water vapour, wind speed and direction,
pressure, precipitation, cloudiness, radiation, aerosols, atmos-
pheric composition, land and ocean surface properties and
many others need to be observed to achieve this understand-
ing. In this review paper, we summarize what is measured
and how these measurements are made, thus describing
current observational capabilities to define climate, its varia-
bility, and its weather extremes.

While the early motivation for meteorological observations
was to describe and understand the atmosphere, weather pre-
diction and climate projections are now driving forces for sus-
taining and increasing our observational capabilities.
Prediction of local weather such as severe thunderstorms
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requires both observations and model grids at sub-kilometer
resolution, while climate models benefit from detailed knowl-
edge of atmospheric radiation, aerosols and surface proper-
ties. An additional benefit of atmospheric and related
observations could be described as situational awareness.
Real-time knowledge of potential adverse effects of severe
storms, lightning, flooding, fog, smoke, storm surge, etc. are
beneficial to forecasters, broadcasters, emergency managers
and first responders, utilities, transportation sector, outdoor
venues and the general public. Knowledge of weather con-
ditions is important for efficient production of renewable
energy, while the changing climate affects energy security.
Public health is sensitive to current temperature, humidity,
chemistry and aerosol conditions, as well as to a changing
climate. Food production and water resource management
are also strongly affected by weather and climate variability.
Organizing a review paper on observations is challenging,

as it could be done by variable, instrument, purpose, atmos-
pheric location, scientific challenge or operational appli-
cation. We have chosen a hybrid approach. First, an
overview of the basic physical principles governing the
primary remote sensing systems is presented. There are separ-
ate sections focusing on global observations for climate and
synoptic-scale phenomena and their spatiotemporal variabil-
ity, and on regional observations for mesoscale and convec-
tive-scale weather systems. Within these sections, we
sequence though the quantities required and the observing
systems that provide those measurements. The last major
section covers observation-related issues such as coordi-
nation, data assimilation, curation and a look forward. We
note that since the nature of observing systems is constantly
changing and the specific systems operated by different
countries and the availability of data vary, this paper will be
as generic as possible. However, U. S. systems will often be
used as examples. An extensive reference list is provided
for those who wish to learn more about each observing
system. The reader is also encouraged to search online for
information on how to access data from the different observ-
ing systems in each country.

2 Observation system fundamentals

In Section 2 the fundamentals of remote sensors are dis-
cussed. The reader is referred to Fig. 1 for the frequency
ranges of electromagnetic radiation used in many of the
sensors; the shortest, visible wavelengths are employed by
optical sensors and lidars, while the longest, microwave
wavelengths are used by radiometers and radars.

a Satellites Orbits and Instrumentation Principles
1 HISTORICAL NOTE ON METEOROLOGICAL SATELLITES

The field of satellite meteorology recently marked the 60th
anniversary of theApril 1, 1960 launch of thefirst satellite dedi-
cated to satellite meteorology, the Television and Infrared
Observational Satellite (TIROS-1). This event was celebrated
in conjunction with the American Geophysical Union (AGU)

andAmericanMeteorological Society (AMS)Centennialmeet-
ings. Satellite meteorology traces its roots back to the launch of
Sputnik on October 4, 1957, soon followed by Explorer 1
launched on January 31, 1958. The history of satellite meteor-
ology with key milestones and instrument advancements is
well documented in Smith et al. (1986), Kidder and Vonder
Haar (1995), Lewis et al. (2016), Goodman et al. (2018),
Menzel (2019), Ackerman et al. (2019), and Vonder Haar
et al. (2020). The AMS Monograph by Lewis et al. (2016) is
particularly noteworthy as it chronicles the life and times ofPro-
fessor Verner Suomi, the acknowledged father of satellite
meteorology and the co-inventor of the first cloud camera in
geosynchronous earth orbit. The camera was carried on the
Advanced Technology Satellite (ATS-1) launched in1966 as
a research pathfinder. The routine sequence of cloud images
possible from high above Earth provided the first depictions
of synoptic scale motions from space. GOES-1, the first
NOAA Geostationary Operational Environmental Satellite
launched on October 16, 1975, initiated a series of operational
satellites in geostationary orbit that followed to this day. Of
additional historical note are the anthology sessions recorded
at the 2019 Joint AMS-EUMETSAT-NOAA Satellite Confer-
ence (Session 10) held October 2, 2019 “Celebrating the 60th
Anniversary of the First Weather Satellite, its Evolution, and
International Partnership” (https://ams.confex.com/ams/
JOINTSATMET/meetingapp.cgi/Session/52323) and the 16th
Annual Symposium on New Generation Operational Environ-
mental Satellite Systems (Session 3) held with the AMS
Annual Meeting on January 13, 2020 (https://ams.confex.
com/ams/2020Annual/meetingapp.cgi/Session/53293). These
presentations cover the evolution and improvement of the satel-
lite capabilities, instruments, and measurements since the
inception of satellite meteorology.

2 SATELLITE ORBITS

Weather satellites are the omnipresent backbone of the global
observing system (Fig. 2). The principal satellite orbits are
Low Earth Orbit (LEO) and Geostationary Earth Orbit
(GEO), which together provide different perspectives of the
atmosphere and earth below (World Meteorological Organiz-
ation Space Programme, 2020).

The satellite constellations are used synergistically, from
short-term diagnostics of high impact environmental
weather such as tropical storms and hurricanes, severe local
storms, lightning, advection and radiation fog, aerosols, fire
smoke and dust to global numerical weather prediction
(NWP) and climate monitoring (see Table 1). The primary
source of synoptic-scale global satellite observations of temp-
erature and moisture for NWP are provided by the polar-orbit-
ing operational environmental satellite (POES) constellation
infrared and passive microwave sounders in LEO (Goldberg
et al., 2018; Schumann 2020), whereas the GEO satellites
are the primary source of near real-time imagery used for
nowcasting and the detection of rapidly evolving high
impact environmental phenomena (Goodman et al., 2018,
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2019; Holmlund et al., 2021; Schmit et al., 2017, 2018). The
major U.S. operational contributions to the baseline satellite
observing system depicted in Fig. 2 are the Geostationary
Operational Environmental Satellite (GOES) – R Series in
GEO (Fig. 3) and Joint Polar Satellite System (JPSS) in
LEO (Fig. 4). A “constellation” of satellites can also fly in for-
mation to produce synchronized data from a collection of
different instruments (e.g. the “A/C-train” constellation in
Fig. 2 comprised of OCO-2, G-COMW, Aqua, Calipso,
Cloudsat; https://atrain.nasa.gov, Stephens et al., 2018).
The GEO and LEO earth viewing instruments are described

below, with further information on the missions, satellites,
instruments, data products, and additional resources available
at http://goes-r.gov and https://jpss.noaa.gov.
The sun-synchronous LEO orbit has 14 polar-orbiting

passes per day with equatorial crossing times at the same
time in the morning and afternoon. These orbits provide
global imagery, atmospheric data (temperature, moisture,
trace gases), and surface (sea and lake ice, ocean salinity
and heat content, harmful algae blooms, vegetation health,
flood inundation) observations from an altitude of
�800 km. These measurements are also assimilated into the
regional and global NWP models (e.g. European Meteorolo-
gical Operational satellite (METOP), NOAA’s JPSS, CMA/
NSMC (China Meteorological Administration/National Sat-
ellite Meteorological Center) Fēngyún-3 (FY-3) in Fig. 2).
LEO orbits can also be precessing where the ground track
varies day to day allowing observations throughout the
diurnal cycle rather than the twice per day sun-synchronous
coverage in polar orbits. The non-sun-synchronous, inclined
orbits in LEO have more frequent lower latitude coverage
typically from an orbital altitude of about 400 km, but with
a longer revisit time to view the same exact spot on the Earth.

GEO satellites are located at 35,786 km (22,236 miles)
above the earth’s equator with the orbit matching the
Earth’s rotation. This allows the satellite to view the
earth, atmosphere, and high impact weather at the same sat-
ellite sub-point continuously day and night. Together the
LEO and GEO orbits and their instruments provide a
broad spectrum of atmospheric, land, ocean, and ice
measurements used in weather forecasting and analysis
(Tables 1 and 2). The new generation international
“GEO-Ring” satellite constellation provides full disk earth
and atmosphere imagery and derived products (e.g. cloud
mask, cloud height, cloud phase, precipitable water, stab-
ility indices, winds) over the full earth disk every ten
minutes and at a high refresh cadence of 1–2.5 min over
limited areas.

Current and planned constellations or CubeSat swarms of
visible/infrared imagers and microwave radiometers may
greatly augment the capability of the global observing
system and increase the revisit time from twice per day to
perhaps hourly or better (https://www.nasa.gov/mission_
pages/cubesats/), making these data of potentially great inter-
est and value for nowcasting and regional to global-scale
NWP. A CubeSat is a designation used to classify a tiny
(nanosatellite) satellite made up of 10 × 10 × 11.35 cm units,
designed to provide 10 × 10 × 10 cm or 1 L of useful
volume while weighing no more than 1.33 kg (2.9 lb) per
unit. The smallest standard size is 1U, although in recent
years larger CubeSat platforms have been developed, most
commonly 6U (10 × 20 × 30 cm) and 12U (20 × 20 × 30 cm)
to extend the capabilities of CubeSats beyond academic and
technology validation applications and into more complex
science missions. Most CubeSats carry one or two scientific
instruments as their primary mission payload.

Fig. 1 Types of remote sensing sensors and their wavelengths. (Adapted from Fig. 6, https://earth.esa.int/documents/10174/642943/6-LTC2013-SAR-Moreira.
pdf).
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Fig. 2 Space-based component of the global observing system (source, WMO Space Program).

Fig. 3 The Geostationary Operational Environmental Satellite (GOES) R-Series satellite and instruments. Graphic courtesy of Lockheed Martin and the GOES-R
Program.
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NOAA, NASA, U.S. Space Force, Los Alamos National
Lab (LANL), and other agencies as well as commercial com-
panies are exploring smallsats and Cubesats for making
hyperspectral infrared temperature and moisture soundings
(NOAA SounderSat), microwave temperature and moisture
soundings (ESA Arctic Weather Satellite), 35 GHz
precipitation radar (NASA-JPL RainCube), and trace gas
measurements (LANL NanoSat Atmospheric Chemistry
Hyperspectral Observation System, NACHOS). The NASA/
MIT Time-Resolved Observations of Precipitation structure
and storm Intensity with a Constellation of Smallsats
(TROPICS) will observe the mesoscale environment and pre-
cipitation with identical 3U CubeSats in three orbital planes
with each CubeSat having a 12-channel microwave radio-
meter (https://tropics.ll.mit.edu/CMS/tropics/Mission-

Overview). Commercial-sector cubesat constellations oper-
ated by Spire (3-U Lemur-2 series) and GeoOptics
(CICERO series) provide real-time GPS radio occultation
(RO) temperature and moisture data to NWP centres world-
wide (see Section 3.a.1). Intercalibration of these measure-
ments will be a challenge with each instrument providing a
different view geometry and atmospheric path.

3 RADIATIVE TRANSFER

The Radiative Transfer Equation (RTE) is central to retrieving
atmospheric temperature and moisture at infrared and micro-
wave wavelengths, and models the propagation of terrestrial
emitted energy through the atmosphere by absorption, scatter-
ing, emission and reflection of gases, clouds, suspended

TABLE 1. Satellite backbone with specified orbital configuration and measurement approaches (Subcomponent 1), Source WMO WIGOS.

Instruments: Geophysical variables and phenomena:

Geostationary core constellation with a minimum of five satellites providing complete Earth coverage
Multi-spectral VIS/IR imagery with rapid repeat cycles Cloud amount, type, top height/temperature; wind (through tracking cloud and water vapour

features); sea/land surface temperature; precipitation; aerosol content and physical properties;
snow cover; vegetation cover; albedo; atmospheric stability; fire properties; volcanic ash; sand and
dust storm; convective initiation (combining multispectral imagery with IR sounders data)

IR hyperspectral sounders Atmospheric temperature, humidity; wind (through tracking cloud and water vapour features); rapidly
evolving mesoscale features; sea/land surface temperature; cloud amount and top height/
temperature; atmospheric composition (aerosols, ozone, greenhouse gases, trace gases)

Lightning imagers Total lightning (in particular cloud to cloud), convective initiation and intensity, life cycle of
convective systems, NOx production

UV/VIS/NIR sounders Ozone, trace gases, aerosol, humidity, cloud top height
Sun-synchronous core constellation satellites in three orbital planes (morning, afternoon, early morning)
IR hyperspectral sounders Atmospheric temperature and humidity; sea/land surface temperature; cloud amount, water content

and top height/temperature; precipitation; atmospheric composition (aerosols, ozone, greenhouse
gases, trace gases)

MW sounders

VIS/IR imagery; realization of a Day/Night band Cloud amount, type, top height/temperature; wind (high latitudes, through tracking cloud and water
vapour features); sea/land surface temperature; precipitation; aerosol properties; snow and (sea) ice
cover; ice-flow distribution; vegetation cover; albedo; atmospheric stability; volcanic ash; sand and
dust storm; convective initiation

MW imagery Sea ice extent and concentration and derived parameters (such as ice motion); total column water
vapour; water vapour profile; precipitation; sea surface wind speed [and direction]; cloud liquid
water; sea/land surface temperature; soil moisture; terrestrial snow

Scatterometers Sea surface wind speed and direction; surface stress; sea ice; soil moisture; snow cover extent and
Snow Water Equivalent (SWE)

Sun-synchronous satellites at 3 additional Equatorial Crossing Times, for improved robustness and improved time sampling particularly for monitoring
precipitation

Instruments on other satellites in Low-Earth Orbit
Wide-swath radar altimeters, and high-altitude, inclined,
high-precision orbit altimeters

Ocean surface topography; sea level; ocean wave height; lake levels; sea and land ice characteristics,
snow on sea ice

IR dual-angle view imagers Sea surface temperature (of climate monitoring quality); aerosols; cloud properties
MW imagery for surface temperature Sea surface temperature (all-weather)
Low-frequency MW imagery Soil moisture, ocean salinity, sea surface wind, sea-ice thickness, snow cover extent and SWE
MW cross-track upper stratospheric and mesospheric
sounders

Atmospheric temperature profiles in stratosphere and mesosphere

UV/VIS/NIR sounders, nadir and limb Atmospheric composition (ozone, aerosol, reactive gases)
Precipitation radars and cloud radars Precipitation (liquid and solid), cloud phase, cloud top height, cloud particle distribution and amount

and profiles, aerosol, dust, volcanic ash
MW sounder and imagery in inclined orbits Total column water vapour; precipitation; sea surface wind speed [and direction]; cloud liquid water;

sea/land surface temperature; soil moisture
Absolutely calibrated broadband radiometers, and TSI
and SSI radiometers

Broadband radiative flux; Earth radiation budget; total solar irradiance; spectral solar irradiance

GNSS radio occultation (basic constellation) Atmospheric temperature and humidity; ionospheric electron density, zenith ionospheric total
electron content and total precipitable water

Narrow-band or hyperspectral imagers Ocean colour; vegetation (including burnt areas); aerosol properties; cloud properties; albedo
High-resolution multi-spectral VIS/IR imagers Land use, vegetation; flood, landslide monitoring; ice-floe distribution; sea-ice extent/concentration,

snow cover extent and properties; permafrost
SAR imagers and altimeters Sea state, sea surface height, sea ice motion, seas-ice classification, ice-floe geometry, ice sheets, soil

moisture, floods, permafrost
Gravimetry missions Ground water, oceanography, ice and snow mass
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particles, and the surface (Deepak, 1977; Janssen, 1993). The
observed radiances can be converted to brightness tempera-
ture and inverted to obtain atmospheric structure and proper-
ties such as profiles of temperature and water vapour, clouds
(height, fraction, optical thickness, size), aerosol, dust,
surface temperature, and surface types, including bare soil,
desert, concrete, etc., due to different surface emissivity.
The weighting function for radiation at a given wavelength
represents contributions from various atmospheric layers to
the radiance reaching the top of the atmosphere with each
spectral band affected by an absorbing molecule (gas) such
as water vapour, SO2, O3, and CO2, having its own weighting
function.
The spectral reflective and emissive properties (spectral

signatures) of different targets makes it possible to derive a
host of useful quantities. Planck’s radiation law is central to
understanding how the satellite senses energy and how that
data is translated into different products, and is expressed in
Eq. (1),

B(λ, T) = (2hc2/λ5) [1/(ehc/kB
T − 1)] (1)

where λ is the wavelength (cm), h is the Planck constant
(6.62607004 × 10−34 m2 kg s−1), and c the speed of light
(3 × 108 m s−1). Brightness temperature is uniquely related
to radiance for a given wavelength by the Planck function B
(λ,T ), with kB the Boltzman constant (1.380649 ×
10−23 J K−1) that relates the average relative kinetic energy
of particles in a gas with the thermodynamic temperature of
the gas. The spectral radiance B describes the spectral emis-
sive power per unit area, per unit solid angle for particular
wavelengths or frequencies of radiation. Equation 30.1
shows that for increasing temperature, the total radiated
energy increases and the peak of the emitted spectrum shifts
to shorter wavelengths. Thus, given an observed radiance B,

the Brightness Temperature T is the temperature, in Kelvin,
of a blackbody that emits the observed radiance.

The upwelling flux, or energy per unit time, is sensed by a
detector on the satellite. The energy detected from this area is
called irradiance (E). Since it is referring to an area, irradiance
is expressed in Watts per metre squared or Joules per second
per metre squared. The satellite telescope collects the energy
over a certain solid angle, which is expressed in steradians.
Measuring the monochromatic irradiance over this solid
angle constitutes the radiance. Hence the units for radiance
are Watts per metre squared per wavelength interval per
steradian.

4 VISIBLE AND INFRARED RADIATION

The visible channels sense reflected solar radiation that has a
wavelength of 0.4–0.75 micrometers. Since this is the wave-
length interval over which the human eye is sensitive, the
channel is called visible, frequently abbreviated as VIS.
Since visible imagery is produced by reflected sunlight (radi-
ation), it is only available during daylight hours. Cloud top
texture and features in the visible (overshooting cloud tops,
above-anvil cirrus plumes) can indicate the potential for
high impact and severe weather (Bedka et al., 2018). The
earth’s atmosphere, clouds and surface all absorb and reflect
incoming solar radiation, with the earth’s surface absorbing
about half. The surface, clouds and atmosphere then re-emit
part of this absorbed solar energy as heat or infrared (IR)
energy.

The satellite senses IR energy at wavelengths of �4–14
micrometers. As some of the re-emitted heat energy passes
through the atmosphere, clouds and atmospheric gases
absorb a portion of the energy. The energy can then be re-
emitted in all directions at the same wavelength range.
Thus, infrared channels sense radiation emitted by the
earth’s surface, earth’s atmosphere, and cloud tops. A major

Fig. 4 The Joint Polar Satellite System (JPSS) satellite and instruments. Graphic courtesy of Joseph Smith and the JPSS Program.
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advantage of the IR channel is that it can sense energy at
night, making 24-hour imagery possible.

5 MICROWAVE RADIATION

The troposphere has collision-broadened molecular absorp-
tion features and non-resonant absorption by liquid water,
making passive microwave remote sensing in the region
from 3–300 GHz an important complement to visible and
infrared radiation. A weakly absorbing water vapour line at
22 GHz, a strong oxygen band centred at 60 GHz, and a
183 GHz water vapour line are important features for deter-
mining atmospheric temperature and humidity structure
(Janssen, 1993). Passive microwave sounders and imagers
(Section 4) also provide information on precipitation rate,
total precipitable water, land surface emissivity and snow
cover from window channels at, for example, between 23
and 150 GHz. Over radiometrically cold ocean regions,
changes in brightness temperature due to the absorption/
emission by liquid hydrometeors at frequencies below the
50–60 GHz oxygen absorption band are directly related to
rainfall. Over radiometrically warm land surfaces, scattering
by precipitation-sized ice particles at frequencies above the
oxygen absorption band are used to indirectly estimate rain-
fall. From microwave measurements at window channels, the
retrieval of surface and atmospheric parameters is dominated
by the effects of surface emissivity, which is a function of
the surface type, view angle, and surface roughness. Over
oceans where the emissivity is low and uniform, atmospheric
emission and scattering are dominant and the retrieval of
atmospheric constituents can be achieved with high accu-
racy. Over land, where the emissivity is generally high and
in excess of 0.9, the absorption signal of the non-precipitat-
ing atmosphere is weak. The retrieval problem is com-
pounded by the more highly variable emissivity due to
land surface type, soil moisture and vegetation cover.
Thus, the retrieval of atmospheric parameters over land is

generally limited and restricted to empirical methods
(Ferraro et al., 2005).

6 ATMOSPHERIC TEMPERATURE AND MOISTURE

SOUNDING

Atmospheric temperature and moisture soundings from satel-
lites rely on spectral channels having different absorption
characteristics within an atmospheric molecular absorption
band. Strong absorption channels detect radiation from high
in the atmosphere, while weak absorption channels detect
radiation from low in the atmosphere plus Earth’s surface.
The carbon dioxide (CO2) IR absorption bands, with CO2

mixed almost uniformly in the air, can provide information
on an atmospheric temperature profile for any given region
of the globe. The water vapour (H2O) IR absorption bands
provide information regarding the atmospheric moisture
profile. Statistical (using a priori first guess profiles) and phys-
ical algorithms (Radiative Transfer Models, RTMs) are used
to retrieve the atmospheric temperature and moisture profiles.
Two widely used radiative transfer models for sounder appli-
cations are the Community Radiative Transfer Model (CRTM
(https://www.jcsda.org/jcsda-project-community-radiative-
transfer-model); Han et al., 2006) and the Radiative Transfer
for the TOVS (RTTOV; Eyre, 1997; Saunders et al., 1999).

The IR passive remote sensing of atmospheric and surface
parameters uses a radiative transfer model to calculate the
instrument’s measurements as a function of its spectral wave-
length and the Earth’s atmospheric and surface state (Menzel
et al., 2018). This is called the forward model. In the forward
model, or the radiative transfer equation, the upwelling radi-
ance is dependent on the Planck function, the spectral trans-
mittance, and the associated vertical weighting function.
The Planck function consists of temperature information,
while the transmittance is associated with the absorption
coefficient and density profile of the relevant absorbing
gases. An inverse solution must then be performed to retrieve

TABLE 2. Backbone satellite system with open orbit configuration and flexibility to optimize the implementation (Subcomponent 2, Source WMO WIGOS).

GNSS reflectometry (GNSS-R) missions; passive MW;
SAR

Surface wind and sea state; permafrost changes/melting; terrestrial water storage variations; ice
sheet altimetry; snow depth; SWE; soil moisture

Lidar (Doppler and dual/triple-frequency backscatter) Wind and aerosol profiling
Lidar (single wavelength) (in addition to radar missions

mentioned in Subcomponent 1)
Sea-ice thickness; snow depth (only if pointing accuracy is very precise)

Interferometric radar altimetry Sea-ice parameters; freeboard/sea-ice freeboard
Cloud microphysical parameters, for example, cloud phase

Sub-mm imagery Cloud microphysical parameters, for example, cloud phase
Near Infrared/Short-wave Infrared (NIR/SWIR) imaging

spectroscopy
Spatially-resolved two-dimensional maps of CO2, CH4 and CO over sunlit hemisphere

NIR/SWIR imaging spectroscopy Spatially-resolved two-dimensional maps of CO2, CH4 and CO over sunlit hemisphere
Trace gas lidars CO2 and CH4 column at night and high latitude winter

Multiangle, multipolarization radiometers Aerosol properties; radiation budget
Multipolarization SAR; hyperspectral VIS High-resolution land, ocean, and sea-ice extent; sea-ice types

Constellation of high-temporal frequency MW sounding Atmospheric temperature, humidity and wind; sea/land surface temperature; cloud amount, water
content and top height/temperature; atmospheric composition (aerosols, ozone, trace gases)

UV/VIS/NIR/IR/MW limb sounders Ozone; reactive trace gases; aerosol properties; humidity; cloud top height
VIS/NIR/SWIR/IR mission for continuous polar coverage
(Arctic and Antarctica)

Sea-ice motion; ice type; cloud amount; cloud top height/temperature; cloud microphysics; wind (by
tracking cloud and water vapour features); greenhouse gases and other trace gases; sea/land surface
temperature; precipitation; aerosols; snow cover; vegetation cover; albedo; atmospheric stability;
fires; volcanic ash
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the atmospheric and surface states from the radiation
measurements.
Measurements can be made with filter spectrometers

observing discrete wavelengths or interferometers that
measure a broad spectrum in small increments. The output
of the latter, a Michelson interferometer, is proportional to
the Fourier transform of the spectrum (Collard & McNally,
2009). The reader is referred to Menzel et al. (2018) for
additional details on the history, instruments, and spectral par-
ameters for infrared and microwave sounders.

b Radars
1 TYPES OF RADARS

Radars (from RAdio Detection And Ranging) are used for
detecting precipitation, estimating precipitation rates, deter-
mining the type of precipitation (liquid, frozen, etc.) falling,
and making wind measurements in clear air (i.e. when there
is no precipitation) as a function of height. As such, they
can be useful sources of information on the occurrence of
extreme weather events such as floods, severe thunderstorms
and related phenomena such as tornadoes, large hail, and
strong straight-line winds, tropical cyclones and turbulence,
and for local climate and its variability when their data are
averaged over long time periods.
Weather radar has its roots in World War II, where it was

used for military applications (Fletcher et al., 1990). The
APQ-13 radar used during the war was adopted as a military
weather radar after the war and followed by the CPS-9 and the
civilian, WSR-57 in the 1950s. The early development and
use of radars for research and operations at universities and
research laboratories around the globe are detailed in the
monograph on radar meteorology in honour of Louis Battan
(Fletcher et al., 1990), a pioneer in the development of
radar meteorology. Documentation of advances in radar
meteorology over the next decade is found in a monograph
in honour of David Atlas (Serafin et al., 2003), another
pioneer.
The most basic radars measure just the range-normalized

intensity of the backscattered signal (radar reflectivity) and
are used for surveillance of weather systems containing pre-
cipitation. It is assumed that when radar reflectivity exceeds
some threshold that there is precipitation. Prior to the
1990s, most operational radars had the capability of making
only reflectivity measurements. Before digital storage
became commonly available, radar data were stored on micro-
film and it was difficult to estimate precipitation intensity
from the microfilm data alone.
More advanced, Doppler radars also measure the along-the-

sight component of the wind; these radars, such as the
NEXRAD (Next Generation RADars) WSR-88Ds (Weather
Surveillance Radar – 1988 Doppler) (Crum & Alberty,

1993) in the U. S., became prominent in the 1990s. Many
operational radars such as the WSR-88Ds, especially since
the 2010s, also have polarimetric capabilities, which allow
them to distinguish among the different types of hydrometeors
and detect biological targets such as birds and insects, and
debris in tornadoes and otherwise in strong winds. Recently,
rapid-scan radars that scan electronically1, rather than
mechanically, have become available, but at the time of this
writing they have not yet been widely used operationally.
They are useful for observing weather phenomena such as
convective storms, which evolve on time scales of minutes,
and tornadoes, which evolve on time scales of tens of
seconds. In contrast, mechanically scanning radars typically
scan a volume in about several minutes, and are more suitable
for probing mesoscale weather systems that evolve more
slowly, on time scales of tens of minutes to hours. There
are some research radars that scan in a hybrid fashion, in
that they scan both mechanically about one axis and electro-
nically about another. For example, some scan electronically
in elevation and mechanically in azimuth.

All radar data, when they are archived, are stored on digital
media and can made available over the internet. Their avail-
ability varies from country to country. In the U. S., data are
available from the National Centers for Environmental Infor-
mation (NCEI). Radar networks are widely in use across the
globe. As noted earlier, exhaustive information is not given
here because the availability and nature of the data change
frequently.

Most radars currently operate at S band (10 cm wave-
length), C band (5 cm wavelength), and X band (3 cm wave-
length). S-band radars are most often used for surveillance
(like the WSR-88Ds), since they suffer from attenuation the
least. C-band radars are also used for surveillance [e. g. the
TDWRs (Terminal Doppler Weather Radars) Vasiloff
(2001), operated by the Federal Aviation Administration in
the U. S.], but they are more susceptible to attenuation. For
a given, Gaussian distributed, half-power beamwidth, their
antennas are smaller than those at S-band. X-band radars
are used for surveillance also, but are most effective when
used in mesoscale networks, since attenuation can limit
their range when there is heavy precipitation. When they
are used in mesoscale networks, they can operate at relatively
low power (McLaughlin et al., 2009). Their antennas, for a
given beamwidth, are even smaller than those at C-band.

C-band and X-band radars that have relatively narrow half-
power beamwidths (�1–2°) use antennas small enough that
they may be mounted on aircraft and ground-based vehicles.
S-band radars tend to be restricted to fixed sites on land and
on ships. For research purposes mainly, Ka band (8 mm
wavelength), Ku band (1 cm wavelength), K band, intermedi-
ate between the Ka and Ku bands, and W-band (3 mm wave-
length) radars have very narrow beams, but are severely

1Electronically scanning radars are typically phased-array radars that are steered through hardware phase shifters, by changing the frequency slightly, or via
software.
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attenuated when there is precipitation, so that their range can
be very limited. Since their antennas can be made very small
(1 m or less) while yielding high spatial resolution, they are
most useful on mobile platforms, both on the ground, in the
air, and in space. Although mainly used for special research
purposes, they are sometimes in use on satellites for extended
periods of time, so that that some climate information world-
wide is available (e.g. TRMMwas operated by NASA in both
the Ka and Ku bands). Satellites that are in a low-inclination
Earth orbit provide detailed looks at precipitation, but only at
a number of special times of the day (35 degree inclination
with 46 d ground track repeat cycle for TRMM; 65 degree
inclination with 3-hour revisit time for GPM Core plus its
constellation satellites having passive microwave instru-
ments). We do not yet have operational scanning radars on
satellites in geostationary orbit that can scan the entire
globe more frequently, but there has been a proposal for a
NEXRAD in space, especially for hurricane studies (https://
trs.jpl.nasa.gov/bitstream/handle/2014/43623/11-4531_A1b.
pdf?sequence=1; also Im et al., 2007).
Table 3 summarizes the types of radars currently in use and

some of their characteristics, along with their typical spatial
resolutions and weather phenomena whose features they can
resolve. See also Fig. 1 for a graphical description of the fre-
quency bands used.

2 BASIC OPERATING PRINCIPLES

i Radar reflectivity and precipitation estimation
Radars are “active” devices in that they transmit (electromag-
netic) radiation. Passive instruments, on the other hand, only
receive (and detect) radiation. Most operational surveillance
radars transmit pulses of radiation of very short time duration,
so that the range to the target can be determined from the time
difference between the transmitted signal and the backscat-
tered signal.
The radiation transmitted by radars is absorbed in the

atmosphere by hydrometeors and by airborne targets such
as insects and birds. This radiation is then re-radiated and
scattered in all directions. A small portion of this radiation
is backscattered to the radar. Most operational and research
radars send out pulses periodically. The rate at which pulses
are transmitted is known as the pulse repetition frequency
(PRF) in pulses per second. The PRF must be low enough
so that backscattered radiation from the targets reaches the
receiver before the next in the series of pulses is transmitted.
If the next in a series of pulses of signal is received back at the
radar before the signal from actual target, there is “range
folding.” The maximum unambiguous range (in m) is

Rmax = c/(2 PRF). (2)

Range folding may be mitigated by sending out series of
pulses at more than one PRF and comparing signals.
The power of the signal received back by the radar is given

by the “radar equation” (omitted here for brevity) for

distributed targets that fill the radar volume (e.g. Doviak &
Zrnić, 2006). The strength of the signal increases with
increased pulse length, but the spatial resolution of the radar
volume decreases with increased pulse length. The intensity
of the backscattered signal received decreases as the square
of the distance from the target (the range) and varies as the
sizes, concentration, and electrical characteristics of the
targets. For example, ice crystals have a lower reflectivity
than liquid-water droplets and wet hail is more reflective
than dry hail. The intensity of the backscattered signal after
the beam of radiation has travelled through extensive precipi-
tation and back may be attenuated, as some energy is lost
through absorption, so that not all the incident power is re-
radiated. Generally, attenuation increases with decreasing
wavelength, so S-band radars suffer from the least attenu-
ation, while C-band radars suffer from more attenuation,
and X-band radars may suffer from so much attenuation
that the radar signal goes to extinction before it even detects
the outer fringes of the precipitation associated with a
weather system. S-band radars have therefore been preferred
for surveillance, but because their antennas must be large,
they are chosen when the site is fixed. Airborne and
ground-based mobile radars, most commonly operating at X
band or C band, require smaller antennas, so that attenuation
is usually a significant problem.

Because attenuation varies with wavelength, multi-wave-
length radars have been used to correct for attenuation,
since the characteristics for each wavelength are known and
the difference in the signal yields valuable information. Cor-
rection techniques have also been developed for polarimetric
radars (which are discussed subsequently). Correction for
attenuation is a complicated process involving many assump-
tions (see Snyder et al., 2010 for a review of some commonly
used techniques); consequently, there are a number of tech-
niques, but none will be detailed here.

When the diameter of the targets distributed within the
radar volume is small compared to the wavelength of the
radar, the scattering is of the Rayleigh type, for which the
intensity of the returned radiation varies as the sum of the
sixth power of the diameter of all the scatterers. For an S-
band radar, raindrops (most typically � 0.5 mm – 3 mm in
diameter) are mainly within the Rayleigh range. Large hail-
stones (> � 5 cm in diameter) are not, and fall within the
Mie range, for which there is not a simple relationship
between reflectivity and the size of the scatterers. For X-
band radars, however, even some large raindrops may be
within the Mie range. It is therefore more difficult to estimate
precipitation rate using C-band or X-band radars than using S-
band radars, because the relationship between reflectivity and
hydrometeor size does not necessarily vary monotonically
with hydrometeor size.

One must also know the distribution of hydrometeor sizes
within the radar volume, which can vary significantly
depending on the type of precipitation (e. g. continental
rain, tropical rain, drizzle, convective rain, stratiform rain,
wet snow, dry snow, etc.). In addition, the radar volume
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must be as close to the surface as possible. In mountain
areas, radar estimation of precipitation may be hampered
by beam blockage. In this case, special radars must be
located in valleys. Radar radiation does not trace a straight
path, but rather is bent, owing to refraction associated with
gradients in temperature and moisture. Radars are therefore
most useful for probing low altitudes relatively near the
radar, but at far ranges may reach a minimum in height
(radar horizon) as much as halfway to the tropopause. So,
when the radar is a long distance from the precipitation,
the precipitation near the ground is also not detected (Fig.
5). For Doppler radars, which can detect tornadoes and
strong straight-line winds (see Section 4.b.d.ii), tornadoes
and strong winds in general also cannot be detected at the
surface at long range.

The strength of the backscattered radar signal divided by
the strength of the transmitted signal is typically given in
dB, which is 10 times the logarithm of the power ratio.
Since radars must detect a wide dynamic range of signal
intensities, it is useful to account logarithmically for the
large variation in signal intensity due to the wide range of pre-
cipitation reflectivity. Radar reflectivity is commonly given in
dBm as the received power ratio relative to one milliwatt.
Accounting for distance to the radar, radar reflectivity factor
(Z ) is given by the sum of all the sixth power of all the scat-
terers within a cubic metre of volume. Ten times the logarithm
of Z divided by the Z of a raindrop of 1 mm in diameter, in a
volume of 1 m3, dBZ, is the most useful and widely used
measurement of the intensity of the backscattered signal
because it is independent of range and provides a useful stan-
dard for comparison among different radars.

There have been many empirical studies relating radar
reflectivity to precipitation rate (e.g. Anagoustou & Kra-
jewski, 1999; Austin, 1987) and doing so is still a topic of
extensive research. Estimating precipitation rates is critical
for warnings and studies of flooding hazards, and for obtain-
ing climate information on precipitation amounts over popu-
lated land areas on spatial scales smaller than that of
surface observing networks and especially over ocean areas
and sparsely populated land areas where there are few if
any surface measurements of precipitation. However, one
must be cautious in using these radar datasets owing to the
many uncertainties inherent in relating radar reflectivity to
precipitation rate. When possible, radar estimates of precipi-
tation are calibrated against the available actual measure-
ments from rain gauges at the ground. Range folding must
be eliminated, attenuation must be corrected for, and an accu-
rate relationship between radar reflectivity and precipitation
rate must be known. Finally, the radar itself must be well cali-
brated and the radar beam must pass as close to the ground as
possible.
ii Doppler radars

Doppler radars compute the line-of-sight component of the
wind in a radar volume from the frequency shift of the back-
scattered signal. There are a number of techniques for doing
this including direct calculation of Doppler spectra from a
time series of measurements and via “pulse-pair processing.”
The former is relatively slow, but delivers the most infor-
mation (shows the range of velocities within a volume),
while the latter is faster and more efficient, but reveals less
overall information. The maximum unambiguous Doppler
velocity Vmax (m s−1) increases with PRF as follows:

Vmax = +(λ PRF)/4, (3)

where λ is the wavelength of the radar in metres. If the PRF is
too small, then there may aliasing, also known as “velocity
folding,” which can be corrected objectively using algorithms
that compare neighbouring measurements and by assuming
that the Doppler velocity varies smoothly in space on the
spatial scale the radar can make measurements. Otherwise,

TABLE 3. The characteristics and uses of weather radars.

Band
λ/ν

Features
Observed Advantages Disadvantages

VHF
6 m/
50 MHz

clear-air wind
measurements

used for wind
profilers in the
troposphere
and
stratosphere

very large antenna
required

UHF
0.75 m
/400 MHz

clear-air wind
measurements

used for wind
profilers in the
troposphere

precipitation
complicates
signal
processing;
large antenna
required

UHF
0.33 m/
915 MHz

clear-air wind
measurements

used for wind
profilers in the
boundary layer;
less expensive
than VHF wind
profilers

limited vertical
coverage

S
10 cm/
3 GHz

mesoscale
regions of
precipitation;
clear-air wind
measurements

low attenuation in
precipitation:
excellent for
long-range
surveillance

needs large
antenna to
achieve fine
spatial
resolution; not
easily
transported

C
5 cm/4–
8 GHz

mesoscale
regions of
precipitation

less attenuation in
precipitation
than X-band
radars; more
easily
transported
than S-band
radars

moderate
attenuation in
precipitation;
more
attenuation in
precipitation
than S-band
radars

X
3 cm/
10 GHz

fine-scale
structure of
features in
convective
storms

easily mounted on
mobile
platforms

strong attenuation
in precipitation;
more
attenuation in
precipitation
than C-band
radars

Ku
1 cm/
13 GHz

Ka
8 mm/
35 GHz

extra-fine-scale
structure of
features in
convective
storms and
clouds

easily mounted on
mobile and
spaceborne
platforms;
adequate
sensitivity to
probe clouds

very strong
attenuation in
precipitation
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multiple PRFs may be needed to resolve the ambiguity. When
there is a tornado, for example, the Doppler wind speeds may
vary so rapidly that the algorithms may not work well, so that
either subjective de-aliasing is necessary or the use of mul-
tiple PRFs is employed.
Since both the maximum unambiguous range and Doppler

velocities are functions of the PRF, they are both related to
each other independently of the PRF as:

RmaxVmax = (c λ)/8 (4)

Therefore, there is an inverse relationship, known as the
“Doppler dilemma,” between the maximum unambiguous
Doppler velocity and the maximum range for a given wave-
length, independent of the PRF. Radars must be operated so
that range folding is mitigated (radar echoes intense enough
to be detected are not present beyond the maximum range)
and that Doppler velocities that are aliased can be easily de-
aliased. The longer the wavelength, the greater flexibility
there is with respect to Rmax and Vmax, but the larger the
antenna must be. Very short-wavelength radars have rather
inflexible choices for Rmax and Vmax, but they are typically
limited in range, so that Rmax can be sacrificed at the
expense of Vmax.
There are some research radars, however, that do not send

out pulses, but rather send out radiation continuously. These
radars have greater sensitivity than pulsed radars, because
according to the radar equation the power of backscattered
signal increases with pulse length and in this case the pulses
are in effect infinitely long, but range information cannot be
obtained. Radars that send out radiation continuously while
the frequency changes monotonically with time periodically
(frequency modulated – continuous wave: FM-CW, or
“chirped”) are known as pulse-compression radars, and they
can provide range information. They are particularly amen-
able to space-based radar measurements because they offer
high sensitivity at low power output, especially at relatively
high frequencies and do not require large antennas. There
are, however, some problems unique to pulse-compression
radars, which require special techniques to mitigate (Kurdzo
et al., 2014).
S-band and other UHF (ultra-high frequency) radars, and

VHF (very-high frequency) radars, can detect signals from
spatial gradients in the index of refraction in “clear” (having
no scatterers such as hydrometeors or insects) air through a
process known as Bragg scattering, which depends on the
scale at which the index of refraction, due to temperature
and moisture content, varies in space due to turbulence.
Shorter-wavelength radars such as those at C-band, X-band,
etc, are not as efficient at producing useful Bragg scattering.
“Doppler wind profilers” have therefore been used to
measure clear-air wind profiles as a function of height
(Balsley & Gage, 1982; Gage & Balsley, 1978), like

rawinsondes, but with much higher temporal resolution (six
times to once per hour, depending on the time averaging
employed, as opposed to once every 12 h in the operational
synoptic network). There are usually several radar beams,
each set off a small angle from the vertical,2 so that the hori-
zontal wind may be estimated from the geometric relationship
between the angle of the radar beam and the range to the radar
volume. For a number of years, a network of wind profilers
(Weber et al., 1990) maintained by NOAA was operational
over the central U.S., but it has since been abandoned for
financial reasons. For UHF profilers, when precipitation is
present, Rayleigh scattering is assumed instead of Bragg scat-
tering. There is usually a dead zone near the radar for VHF
radars, so that wind measurements below � 500 m are not
possible (Ecklund et al., 1988). Thus, VHF wind profilers
cannot usually detect winds in the boundary layer with the
desired spatial resolution. The highest the radar can make
clear-air, Doppler-wind velocity, measurements depends on
the temperature and moisture stratification and is greatest
for VHF radars operating at relatively low frequencies.

Surveillance precipitation radars can also estimate the ver-
tical profile of winds using the VAD (velocity azimuth
display) technique. This technique works when the winds
do not vary substantially over the domain of the radar; in
this case, the Doppler velocity should vary systematically as
a function of azimuth: When the antenna is pointed in the
direction of the wind, the Doppler velocity is at a maximum
in approaching velocities, while the Doppler velocity is at a
minimum in receding velocities when the antenna is pointed
in the opposite direction. The height at which a wind measure-
ment is valid is a function of the range to the radar volume and
the elevation angle of the radar beam. VADs, like Doppler
wind profilers, are a useful complement to rawinsonde data
because they may be collected much more frequently than
twice per day. Furthermore, they do double duty because
they are also used to detect precipitation. Because they must
share the time doing VADs with surveillance scans, they
are not available continuously. In addition, there must be suf-
ficient clear-air scatterers, such as insects in the boundary
layer, or index-of-refraction gradients so that there can be
Bragg scattering when there is clear air.

If the airflow is turbulent, then the range of Doppler vel-
ocities within a radar volume can be relatively large. The
“spectrum width” is therefore a Doppler-radar variable that
may be indicative of turbulence. Also, the vertical shear of
the Doppler velocity may also be used as an indicator of tur-
bulence, since high shear contributes to low Richardson
numbers, a necessary condition for turbulence.

In order to measure the full, three-dimensional wind field,
rather than just the along-the-beam wind component, the
Doppler velocity, more than one radar observing volumes
from different viewing angles at different locations is required
(e.g. Armijo, 1969). Bistatic techniques have also been

2Each beam may be from a separate antenna or from a phased-array antenna (Balsley & Gage, 1982).
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developed which allow one active radar to be paired with one
or more fixed-site receivers, each at different locations (e.g.
Wurman, 1994). There are also techniques for retrieving the
three-dimensional wind (SDVR – Single Doppler Velocity
Retrieval) by fitting single-Doppler data to dynamic and kin-
ematic constraints (e.g. Liou et al., 2018).
iii Polarimetric radars
Most surveillance Doppler radars such as the operational,

National Weather Service, S-band radars in the
U. S. (Doviak et al., 2000) now also have separate vertically
and horizontally polarized channels. The relative amount of
horizontally to vertically polarized backscattered signal
depends on the shape of the scatterers. This effect is measured
quantitatively by the differential reflectivity (ZDR) given as:

ZDR = 10 log (Zh/Zv), (5)

where Zh and Zv are the radar reflectivity from the horizontal
and vertical channels, respectively. For example, large rain-
drops that fall are flattened into ellipses, such that the horizon-
tal axis is longer than the vertical axis. The amount of
horizontally polarized radiation backscattered is therefore

greater than the amount of vertically polarized radiation, so
that ZDR is relatively large. For small raindrops, which are
not flattened as much, ZDR is negligible.

Information about the shape of scatterers is also given by
the co-polar cross correlation coefficient (ρhv), where

ρhv = cor(VhhVvv∗)/[|Vhh|2 |Vvv|2]1/2, (6)

the normalized correlation (correlation coefficient) of the
magnitude of the horizontally-polarized received signals
from horizontally-polarized transmitted signals (Vhh) with
the magnitude of vertically-polarized received signals from
vertically-polarized transmitted signals (Vvv). Hailstones and
debris tumble, so that their cross-correlation coefficient is
usually low.

The difference in phase between the transmitted and
received signals ϕDP provides information about the path
length of liquid water traversed, since the speed of the radi-
ation is slowed down by the accumulated liquid or solid
water substance in its path. More information about the
nature of the hydrometeors is given by the rate of change of
ϕDP with respect to the range from the radar, KDP, which is

Fig. 5 NEXRAD/WSR88-D coverage at (a) 3 and (b) 1 km AGL at the centre of the beam at 0.5 deg elevation angle. Note how the coverage gets lower as the
height above the ground decreases. While coverage is very good at midlevels over much of the U. S. east of the Rocky Mountains, it is much sparser in the
boundary layer. (from McLaughlin et al., 2009).
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known as the specific differential phase. It is useful because
changes in phase are not dependent on the calibration of the
radar. However, in practice, KDP can be rather noisy and
extreme care must be taken when differentiating ϕDP with
range.
While ZDR, ρhv, and KDP are the most commonly used

polarimetric variables, there are also others such as the
LDR, linear depolarization ratio, and the reader is referred
to Zhang (2016) for a discussion of the definition and uses
of others. Polarimetric variables have been used to identify
hydrometeor/scatterer type using fuzzy logic and also to
correct for attenuation. They can be used to estimate drop-
size distributions, improve on precipitation estimation based
on using radar reflectivity of only one polarization (e.g.
Brandes et al., 2003), and to determine precipitation-type cli-
matology. More details on the use of polarimetric radar data
can be found in Zrnić and Ryzhkov (1999) and Zhang (2016).
The reader is referred to Doviak and Zrnić (2006), Fabry

(2015), and Rauber and Nesbitt (2018) for more detailed
information on all aspects of radars.

c Other Related Instruments
1 LIDARS

Radars that operate at wavelengths near that of light are called
lidars (from LIght Detection And Ranging). They detect back-
scattering from aerosols rather than from larger scatterers
such as hydrometeors, etc. Radiation is transmitted as a colli-
mated beam by a telescope. The beams of light are very
narrow and can provide information on fine-scale features
in clear air. They have been used on the ground at fixed
sights, mounted on airborne and ground-based platforms,
and on satellites. Some have Doppler capability that allow
for wind sensing, particularly in the boundary layer, when
there are copious aerosols (e.g. Banta, 1995; Bilbro et al.,
1984; Hardesty et al., 1988; McCaul et al., 1987).
Raman lidars can remotely measure temperature and water

vapour mixing ratio by comparing the backscattered signals
from different frequencies, and in the case of water vapour
measurements, from different gases. Raman lidars are rela-
tively expensive because they must have high-power trans-
mitters and receive with a large aperture (Weckwerth et al.,
2016). They have been used at some Atmospheric Radiation
Measurement (ARM) sites. DIfferential Absorption Lidars
(DIAL) (Turner & Goldsmith, 1999), on the other hand, are
less expensive and have also been used during a number of
field campaigns to measure water vapour. They make use of
the amount of attenuation that should occur given the
amount of water vapour in the atmosphere, with one fre-
quency used in the centre of that absorbed by water vapour
and the other, for comparison, in a wing of the absorption
band. DIALs are currently maintained by NCAR, NASA,
DOE, and DLR (German Aerospace Center – Deutsches
Zentrum für Luft- um Raumfahrt), to name just some organ-
izations. High Spectral Resolution Lidars (HSRLs) have been
used to measure aerosols by NASA, DOE, and NCAR, aboard

aircraft, as has LEANDRE by the French (Bruneau et al.,
2001) for water vapour.

2 SODARS

Sodars (from SOund Detection And Ranging) transmit sound
waves rather than radiation (Little, 1969). The instrument
measures the Doppler shift in backscattered acoustic signals
(caused by small wind and temperature fluctuations) that are
carried by the wind. Depending on the wind speed and
width of the receiver, wind profiles are obtained up to
several hundred metres; thus, they are primarily used for
boundary-layer wind profiling.

3 Observations for planetary and synoptic scales
a Temperature and Moisture
1 SATELLITE OBSERVATIONS

i Temperature and moisture soundings
Atmospheric sounding of the vertical temperature and moist-
ure structure of the atmosphere is one of the key contributions
to NWP from meteorological satellites (Menzel et al., 2018).
The infrared and microwave sounder radiances assimilated
into NWP provide complementary information in clear and
cloudy atmospheres because clouds are opaque in the infrared
part of the spectrum and largely transparent at microwave fre-
quencies. Operating them together makes it possible to cover
a broader range of weather conditions. GPS Radio Occulta-
tion (GPSRO) observations are complementary to the temp-
erature and moisture measurements retrieved from infrared
and microwave radiances observed by the constellation of
atmospheric sounders.

The JPSS Cross Track Infrared Sounder (CrIS) and
Advanced Technology Microwave Sounder (ATMS)
provide temperature, moisture, and trace gas measurements
of the atmosphere, with the Ozone Monitoring and Profiler
Suite (OMPS), and an earth radiation budget instrument com-
pleting the suite of weather instruments on JPSS. The CrIS is
an infrared Michelson Fourier Transform Spectrometer (FTS)
covering the spectral range of approximately 3.9 microns to
15.4 microns (650–2550 cm−1) with 1305 channels across a
swath width of 2200 km. The hyperspectral high resolution
and wavelength coverage of CrIS enables the derivation of
temperature and water vapour profiles with a horizontal resol-
ution of 14 km and vertical resolution of 1–2 km in the tropo-
sphere, and 3–5 km in the stratosphere. The Atmospheric
Infrared Sounder (AIRS) on the NASA Earth Observing
System Aqua mission, launched in 2002 and still in operation,
was a pathfinder that first demonstrated the value of hyper-
spectral IR soundings. AIRS is a grating spectrometer cover-
ing a spectral range from 649 to 2674 cm−1. CrIS continues
the AIRS data record with data used in numerical weather pre-
diction models to forecast high impact weather days in
advance.

The ATMS on Suomi-NPP and JPSS (NOAA 20) is the
latest 22-channel cross-track scanning radiometer measuring
microwave radiances from 22 to 183 kHz across a swath
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width of 2600 km. Temperature profiles are retrieved from the
surface to 40 km altitude with a vertical resolution of 3–6 km.
Water vapour profiles are retrieved from the surface to 10 km
also at a vertical resolution of 3–6 km. An Advanced Micro-
wave Sounding Unit (AMSU-A, B) radiometer is carried on
the NOAA-15 to NOAA-19 satellites and on the MetOp-A
and MetOp-B satellites. AMSU-A has 15 channels covering
a spectral range of 15.8–57 GHz for temperature soundings
with 50 km nadir resolution. AMSU-B has 5 channels cover-
ing a spectral range from 89 to 183 GHz with 16 km nadir res-
olution for moisture soundings. A 24 channel Special Sensor
Microwave Imager/Sounder carried on the Defense Meteoro-
logical Satellite Program (DMSP) F16-19 satellite series pro-
vided atmospheric temperature and moisture soundings, as
well as land and ocean measurements covering a spectral
range from 19.4 to 183 GHz (https://nsidc.org/ancillary-
pages/smmr-ssmi-ssmis-sensors). Observations from micro-
wave instruments (ATMS, AMSU-A, AMSU-B), and high
spectral resolution infrared instruments such as JPSS CrIS
andMetOp IASI (Infrared Atmospheric Sounding Interferom-
eter, Klaes et al., 2021) have been shown to have the largest
impact of any observation type for reducing medium
weather forecasting errors (Joo et al., 2013). IASI has high
spectral sampling of 0.25 cm−1 and spectral resolution of
0.5 cm−1 over a continuous spectral range from 645 to
2760 cm−1 (3.62–15.5 μm), which provides a comparable or
better retrieval than CrIS of atmospheric vertical temperature
and moisture structure within its 12 km instantaneous nadir
field of view. The combined CrIS/ATMS profiles are useful
in nowcasting applications for detecting regions of atmos-
pheric instability and potential outbreaks of severe weather
(Esmaili et al., 2020). ATMS will extend the time series
data on mean global upper air temperatures that began with
its predecessor Microwave Sounding Unit (MSU) over
twenty years ago. ATMS will also provide global precipi-
tation-rate retrievals for rain and snow with �15 km resol-
ution near nadir when combined with CrIS and 35 km
resolution stand alone.
ii GPS radio occultation
GPS radio occultation (GPSRO) is an important satellite

measurement made from the Constellation Observing
System for Meteorology, Ionosphere and Climate
(COSMIC-2), consisting of six satellites in LEO (Fig. 2).
GPSRO temperature and moisture profiles are widely used
in NWP data assimilation. The highly precise radio occulta-
tion (RO) signal measured by Global Navigation Satellite
System (GNSS) receivers on the COSMIC satellites record
the radio signal amplitude and phase in terms of the transit
time, which is affected by the density of the air and the
amount of moisture within it. The path of a radio signal pro-
pagating between a GPS satellite and a receiver on a LEO sat-
ellite is bent as a result of refractive index gradients in the
atmosphere. The vertical atmospheric profiles of temperature,
humidity and pressure are derived by measuring the degree to
which GPS signals bend as they travel through Earth’s atmos-
phere. As a result, upper-tropospheric to lower-stratospheric

temperature profiles and lower-tropospheric humidity profiles
can be precisely obtained.

2 RADIOSONDE NETWORK

Measurements of the atmosphere above the ground (sound-
ings) began by using kites and balloons in the eighteenth
and nineth centuries, and, by the early twentieth century,
small networks of these systems (and aircraft) began
making routine tropospheric observations. However, it was
the invention of the balloon-borne radiosonde (with its
radio-transmitting capability) in the 1930s that enabled the
first systematic measurements of the global upper atmosphere.
The global radiosonde network grew during the 1940s and
50’s, with simultaneous (synoptic) measurements made at
00 and 12 UTC, and occasionally at 06 and 18 UTC. The
number of global “raob” stations grew to over 1200 but has
diminished to fewer than 800 by 2021, with about 15% of
these only launching once per day. A map of the raob obser-
vations currently used at the ECMWF is at https://www.
ecmwf.int/en/forecasts/charts/monitoring/dcover?facets=und
efined&time=2021040712,0,2021040712&obs=Temp&Flag
=used; see also Ingleby et al. (2016) for additional issues with
the global radiosonde network. The lightweight radiosonde
instrument package, ascending at a rate of 5 m s−1, measures
temperature, moisture and pressure up to altitudes of 1–
10 hPa, where the balloon bursts. The height of each
measurement can be deduced from the temperature and
pressure using the hypsometric equation. While the number
of observations from the network is less than .01% of those
from satellites, its global distribution of accurate, high-verti-
cal-resolution and co-located wind and thermodynamic
soundings still enable it to rank 6th in importance among
35 global observation systems as determined by forecast sen-
sitivity to observation impact (FSOI) experiments by the Met
Office (Cotton & Eyre, 2019). A history of the global upper-
air network is given by Stickler et al. (2010). Since automated
radiosonde systems are becoming more reliable, perhaps the
number of raob stations will stop decreasing or increase in
future years.

3 AIRCRAFT

Temperature and moisture measurements are made by com-
mercial aircraft on a routine basis, and by research aircraft
during field programmes. Over 700,000 automated obser-
vations per day (before the 2020–21 pandemic) are obtained
from the worldwide Aircraft Meteorological Data Relay
(AMDAR) system, which uses existing aircraft sensor, com-
puter and communication systems to transmit meteorological
data to ground stations via satellite or radio links (https://
public.wmo.int/en/programmes/global-observing-system/
amdar-observing-system). The U.S. component of AMDAR
is the Meteorological Data Collection and Reporting System
(MDCRS), which is funded by the government and its
partner airlines; it is also known as the Aircraft Communi-
cations Addressing and Reporting System (ACARS).
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Regional, mid-range airlines that fly in the lower-middle tro-
posphere also transmit weather data, including relative
humidity, via the Tropospheric Airborne Meteorological
Data Reporting (TAMDAR) system operated by FLYHT,
Inc. We note here that data counts for these and all real-
time observing systems can be found at https://www.nco.
ncep.noaa.gov/pmb/nwprod/gdas/ Although primarily
single-level data (they do provide vertical structure during
takeoff and landing), their volume makes them an important
contributor to the global observation system (4th in Cotton
& Eyre, 2019). In addition, sounding data over the oceans
are enabled by aircraft that can deploy dropsondes, instrument
packages that provide thermodynamic information similar to
radiosondes. Descending by parachute, they can also be
tracked by GPS to provide winds. Dropsondes are frequently
deployed by tropical cyclone surveillance aircraft flying in the
middle and upper troposphere, and provide crucial infor-
mation about cyclone structure and its nearby environment.
These observations, when assimilated into numerical
models, are known to increase hurricane forecast skill
(Aberson & Franklin, 1999).

4 OTHER THERMODYNAMIC SOUNDING SYSTEMS

There are many other in-situ and ground-based sensing systems
that can provide thermodynamic profile information, most of
them currently used for research or local monitoring purposes.
Since networks of these systems are not yet on the global scale,
we will discuss them in more detail in Section 4.d.

b Winds
1 SATELLITE

The GEO cloud/moisture derived atmospheric motion vectors
(Fig. 6) are widely used in global NWP to fill gaps in the
global radiosonde network. Information about winds at differ-
ent levels, areas of wind shear, or jet maxima can be identified
by tracking cloud and water vapour features in geostationary
and polar imagery sequences. Wind vectors are computed
using both visible and infrared spectral bands (https://www.
star.nesdis.noaa.gov/GOES/documents/QuickGuide_
BaselineDerivedMotionWinds.pdf). Vector heights are
assigned in a two-step process. The first utilizes the measured
radiances of the target and is based on the spectral response
function of the individual satellite and channel being
sampled. The brightness temperature of the target is derived
from this radiance measurement. Once determined, the bright-
ness temperature is compared with a collocated numerical
model guess temperature profile, from which an initial
height is estimated. The final vector height is derived in the
post-processing of the vector field (see http://cimss.ssec.
wisc.edu/iwwg/iwwg.html).
Recent work has focused on mesoscale winds at temporal

scales of 1–5 min using dense optical flow methods for
feature tracking of pre-storm moisture gradients, cloud
streets and outflow boundaries which can lead to convective
initiation and storm updraft intensification (Apke et al.,

2020). Important properties such as vorticity and divergence
can also be derived from the more rapid refresh imagery
which will have utility in high impact weather analysis and
short-range forecasting (Apke et al., 2016).

Direct measurement of the wind with lidar in space has
recently become possible with the Aeolus mission (https://
www.esa.int/Applications/Observing_the_Earth/Aeolus).
Aeolus, launched in 2018, is the first satellite mission to
provide global profiles of Earth’s wind in cloud-free air.
Short pulses of ultraviolet light from a laser measures the
Doppler shift from the small amount of light that is scattered
back to the instrument from molecules and particles to deliver
vertical profiles of the horizontal speed of the winds in the
lowermost 26 km of the atmosphere. Tests at ECMWF
show short-range forecasts, particularly in the data sparse
southern hemisphere and tropics, can be improved when
Aeolus data are assimilated (https://www.ecmwf.int/en/
about/media-centre/news/2019/tests-show-positive-impact-
new-aeolus-wind-data-forecasts).

2 RAWINSONDES

A radiosonde balloon that is tracked to provide upper-air wind
speed and direction is called a rawinsonde. At first, optical
theodolites were used for tracking, which limited wind infor-
mation to cloud base heights, but these were soon replaced by
radio theodolites and radar tracking. This permitted soundings
into the stratosphere except when high winds were overhead,
creating elevation angles too low to permit tracking. Radio
navigation systems used by the aviation industry such as
LORAN (LOng RAnge Navigation) and Omega were sub-
sequently used, but have now been replaced by global naviga-
tion satellite systems such as the Global Positioning System
(GPS), which permits the transmission of very high vertical
resolution data at all levels.

A small number of wind observations per day are made by
balloons without radiosonde instruments; these are called
pilot balloons and are tracked by theodolites.

3 AIRCRAFT

The commercial aircraft observations discussed in Section
3.a.3 usually contain wind speed and direction information.
Wind observations from aircraft are calculated from the
difference between the velocity of the aircraft with respect
to the earth and the aircraft velocity with respect to the air
(true airspeed). These velocities are obtained from data
from the aircraft navigation system, which includes an iner-
tial platform, magnetic compass and GPS, and its airspeed
system, involving pitot static pressure and air temperature
(WMO, 2018). In principle, these are 3D velocities, but
since the vertical wind speed is typically three orders of
magnitude less than the horizontal speed, the vertical com-
ponent is negligible. Winds can also be obtained from navi-
gation information on unmanned aerial systems (UAS) but
since these are not yet global in scope, we discuss them in
Section 4.d.1.
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Fig. 6 Derived Motion Wind Vectors (DMW) from the GOES East (GOES-16) Advanced Baseline Imager overlaid on a GeoColor false colour RGB image
(Miller et al., 2020) at 13 UTC on 21 October, 2020. At this time Category 1 Hurricane Epsilon in the north-central Atlantic (28.9°N, 58.8°W) has a
well-defined cyclonic circulation, minimum pressure of 976 hPA, and maximum sustained winds of 74 kts (85mph). Source: NOAA, NESDIS GOES
Imager Viewer.
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c Atmospheric Composition from Satellites
Atmospheric composition is important to understand or
characterize climate forcing, atmospheric ozone, aerosols,
solar effects, air quality, and surface emissions of radiatively
and chemically active source gases and particulates. The most
important trace gases in the atmosphere are greenhouse gases,
which mainly include water vapour (H2O), ozone (O3),
carbon dioxide (CO2), nitrous oxide (N2O), and methane
(CH4). These greenhouse gases warm the atmosphere by
absorbing infrared radiation from the surface and shortwave
radiation from the Sun, which maintains the earth’s tempera-
ture. Ozone in the stratosphere absorbs ultraviolet radiation
from the sun to protect life on Earth, which makes monitoring
and protecting the stratospheric ozone layer extremely
important.
Satellite-borne ultraviolet, visible, near infrared (UV/VIS/

NIR) spectrometers, nadir and limb-viewing in LEO, are
used to retrieve ozone, trace gases, and aerosols (Table 2).
Tropospheric trace gas, aerosol, and cloud measurements in
GEO offer the temporal and spatial sampling to resolve
diurnal cycles in emissions, chemistry, and radiative
forcing, monitor pollution at urban scales, and observe the
inflow and outflow of pollution (Chance et al., 2013;
NOAA, 2020). Atmospheric composition will continue to
be a fundamental measurement with the GEO-Ring (https://
cpaess.ucar.edu/meetings/2021/noaa-geoxo-atmospheric-com
position-town-hall).
Measurements of solar radiation backscattered from the

earth (200–400 nm) have a long history, with more recent
instruments having hyperspectral capability and extended
spectral range to measure boundary layer gases such as
SO2, HCHO (formaldehyde), BrO (bromine monoxide), and
NO2 (see review by Ackerman et al., 2019). Visible-Short-
Wave Infrared (SWIR) imaging spectrometers typically
measure between 380 and about 2500 nm with between 5
and 10 nm spectral resolution (Ayasse et al., 2019). These
imaging spectrometers are sensitive to gas absorption fea-
tures, which allows for the detection and quantitative
mapping of methane, carbon dioxide, and water vapour.
The Ozone Monitoring and Profiler Suite (OMPS) consist

of three spectrometers: a nadir column spectrometer, a nadir
profile spectrometer, and a limb sensor. The limb sensor is
currently on Suomi-National Polar-orbiting Partnership (S-
NPP), though not on NOAA 20 (JPSS-1) but still planned
for JPSS-2. The nadir instrument measures dispersed back-
scattered solar UV radiation to determine ozone profile con-
centrations and total column amounts. The limb instrument
measures limb-scattered solar radiation to determine ozone
profiles. The OMPS Nadir Mapper and Nadir Profiler
measurements are used to create daily global total ozone
data used in monitoring the ozone hole and for UV index fore-
casts, which alerts the public on the potential of dangerous
UV exposure that can lead to skin cancer. OMPS Nadir also
provides aerosol and sulfur dioxide (SO2) indices used for
air quality and volcanic eruption warnings. Ozone profiles
are assimilated in weather forecast models, and ozone

gradients provide improved information on atmospheric cir-
culation. The OMPS limb profiler provides measurements
for high-vertical-resolution ozone profiles retrievals; a key
data set for monitoring the recovering of ozone due to the
elimination of chlorofluorocarbons (CFCs). The OMPS
Nadir Mapper has 50 km spatial resolution in its 2600 km
swath, the Nadir Profiler has 250 km spatial resolution with
8 km vertical resolution, and the OMPS Limb has a 3 km ver-
tical resolution.

The Ozone Monitoring Instrument (OMI) is a visual and
ultraviolet spectrometer aboard the NASA Aura spacecraft.
OMI can distinguish between aerosol types, such as smoke,
dust, and sulfates, and can measure cloud pressure and cover-
age, which provide data to derive tropospheric ozone. Its suc-
cessor, the TROPOspheric Monitoring Instrument
(TROPOMI) on the ESA Sentinel-5 Precursor mission has a
pushbroom imager design similar to OMI, but with improved
spatial resolution (7 × 7 km2), improved sensitivity, and more
spectral channels covering the UVVIS-NIR-SWIR spectral
range of 270–500 nm, 675–775 nm, 2305–2385 nm (Van
Geffen et al., 2020).

TROPOMI and OMI have been used to monitor the dra-
matic impact of the COVID-19 on NO2 pollution (Bauwens
et al., 2020). NASA, ESA, and JAXA developed a COVID
Dashboard for monitoring the impact of COVID on pollution
(see COVID link at https://earthdata.nasa.gov).

The JAXA Greenhouse gases Observing SATellite
(GOSAT) and NASA Orbiting Carbon Observatory (OCO-
2/3) satellites observe sunlight reflected from Earth’s
surface to retrieve atmospheric carbon dioxide (CO2) concen-
trations, but use different spectrometer technologies, observ-
ing geometries, and ground track repeat cycles. The
Orbiting Carbon Observatory-3 (OCO-3) was deployed to
the International Space Station in May, 2019. It is technically
a single instrument, almost identical to OCO-2.

The Orbiting Carbon Observatory is the first NASA
mission designed to collect space-based measurements of
atmospheric carbon dioxide with the precision, resolution,
and coverage needed to characterize the processes controlling
its buildup in the atmosphere. OCO-3 incorporates three high-
resolution spectrometers that make coincident measurements
of reflected sunlight in the near-infrared CO2 near 1.61 and
2.06 micrometers, and in the molecular oxygen (O2) A-
Band at 0.76 micrometers. The three spectrometers have
different characteristics and are calibrated independently.

d Radiation Budget
The energy received, reflected, absorbed, and emitted are the
components of the Earth’s radiation budget. The radiation
budget is the balance between incoming solar radiation and
outgoing radiation, which is partly reflected solar radiation
and partly radiation emitted from the Earth, including the
atmosphere. Incoming ultraviolet, visible, and a limited
portion of infrared energy (together referred to as “shortwave
radiation”) from the Sun drive the Earth’s climate system.
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Some of this incoming radiation is reflected off clouds, some
is absorbed by the atmosphere, and some passes through to the
Earth’s surface, where it may be absorbed or reflected by soil,
vegetation, snow, and ice. Larger aerosol particles in the
atmosphere interact with and absorb some of the radiation,
causing the atmosphere to warm. The heat generated by this
absorption is emitted as longwave infrared radiation, some
of which radiates out into space.
The gases, ash, and dust particles lofted into the atmosphere

during volcanic eruptions may have a profound impact on the
climate. These particles cool the planet by blocking the
incoming solar radiation and may even circle the Earth with
the cooling effect lasting for months to years depending on
the characteristics of the eruption as was the case with the cat-
astrophic 1991 eruption of Mount Pinatubo in the Philippines
(Robock, 2002).
The radiation budget is measured by Clouds and the Earth’s

Radiant Energy System (CERES). CERES on S-NPP and
JPSS provides continuity of the CERES instrument on the
NASA EOS AQUA satellite and extends the climate data
record of Earth’s radiation budget from the first Earth Radi-
ation Budget Experiment (ERBE) (Wielicki et al., 1996).
CERES is a scanning radiometer system with total shortwave
and longwave window channels with a 20 km footprint at
nadir. CERES products include both solar-reflected and
Earth-emitted radiation from the top of the atmosphere to
the Earth’s surface. Cloud properties are determined using
simultaneous measurements from VIIRS.

e Surface Measurements
The first atmospheric measurements were made at the surface,
beginning with qualitative assessments of wind, temperature,
moisture and precipitation, followed by quantitative obser-
vations as instruments to measure these quantities were
invented in the sixteenth and seventeenth centuries. The bar-
ometer was also invented during this period, often used in
“Lagrangian mode” by scientists ascending hills to deduce
that pressure decreased with altitude. Networks of surface
instruments that enabled the discovery of two-dimensional
surface weather patterns began in modest fashion in the eight-
eenth century, but the real-time use of such “synoptic” obser-
vations could not occur until the invention of the telegraph in
the mid-nineteenth century. There is a history of atmospheric
observations in Lin, 2022, and a slightly larger overview by
Stith et al., 2019. Many books on instrumentation exist, begin-
ning with Middleton and Spilhaus (1953) classic work, text-
books such as Brock and Richardson (2001), Emeis (2010),
and Harrison (2015), online COMET material at https://
www.meted.ucar.edu/education_training/course/58, and a
recent handbook, Foken (2021).
We start with the variables shown on a standard surface

station plot as shown in Fig. 7. Temperature is observed by a
variety of thermometers – see above instrument texts for the
many measurement techniques. Pressure is provided by a bar-
ometer – early versions were mercury based but most now are

of the aneroid type. The actual station pressure measured is not
usually shown – its value is reduced to sea level by hypsometric
methods (Bluestein, 1992), which permits construction of
surface pressure charts. The 3-hour pressure tendency is also
indicated. Wind speeds are measured by anemometers, which
usually contain wind vanes to provide wind direction.
Among the many types of wind instruments (see referenced
texts), the most precise one is the sonic anemometer, which
is often used for turbulence measurements. It measures the
individual components of the wind (u,v,w) by transmitting
sound pulses in opposite directions along three orthogonal
paths. Since sound waves travel with the atmospheric
medium, a wind component can be obtained by the difference
between the two transit times. The temperature can also be cal-
culated by the sum of the two transit times using the speed of
sound equation. By convention, most surface stations measure
wind at 10 m, with all other variables measured 1.5–2 m above
the ground. Fig. 8 shows a typical U.S. Automated Surface
Observing System, which measures most of the 18 weather
elements shown in Fig. 7.

The moisture content of the air is expressed in surface
reports as the dewpoint temperature, which can be measured
in combination with the temperature via a chilled-mirror
hygrothermometer. The general term hygrometer refers to
any instrument that measures water vapour content, but
there are many kinds, depending on the variable desired and
the physical principle being used to make the measurement.
For example, absorption hygrometers and carbon hygristors
(often used in radiosondes) measure relative humidity
directly, psychrometers measure wet bulb temperature and
dewpoint hygrometers measure dewpoint temperature.
There are a variety of other moisture variables important to
atmospheric scientists such as specific humidity, mixing
ratio, water vapour pressure, saturation vapour pressure, and
these can be obtained from the moisture variable that is
measured (along with temperature and pressure) via thermo-
dynamic formulas (e.g. see Bohren & Albrecht, 1998)

Fig. 7 Surface station plotting model (https://en.wikipedia.org/wiki/
Station_model#/media/File:Station_model.gif).
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Current weather specification is based on the familiar
WMO 99 weather types chart (http://craigsweb.net/mystuff/
WxSymbols.gif) and was originally provided by human
observers. With the advent of automated observations,
present weather identification became much more difficult
(note that a select number of stations still use human obser-
vers for weather). For example, the U.S. ASOS stations
(from ASOS Users Guide: https://www.weather.gov/media/
asos/aum-toc.pdf), does have precipitation identification
instrumentation to distinguish between rain and snow,
which also determines the intensity (light, moderate, heavy).
There is a freezing rain sensor known as a “magnetostrictive
oscillator”, which is also found on aircraft to detect icing.
Lightning detection information is provided by the private
sector, which has deployed lightning detection networks
worldwide (see Section 4.c). Rain gauges provide precipi-
tation totals, including frozen precipitation if the gauge is
heated. Common gauge types include tipping bucket, weigh-
ing, capacitance, disdrometer, acoustical and optical
(Nystuen, 1999; Nystuen et al., 1996). The latter can also
provide the type and intensity of precipitation. Disdrometers
are used to determine the dropsize distribution of rain. Hail-
pads and momentum-detecting steel spheres are used to
obtain the size distribution and mass of hailstones. We note
that there is a volunteer effort to collect daily rain, hail and
snow reports known as the Community Collaborative Rain,
Hail and Snow Network (CoCoRaHS) – see https://www.
cocorahs.org.
Snow measurements, especially of seasonal high-elevation

snowpacks, are vital for water management applications.
Snow depth is reported at some surface stations by human
observers but not by most automated stations. However, thou-
sands of sites in, e.g. the western U.S. exist to provide snow
depth and snow water equivalent (SWE) information. Some
sites, or snow courses, are monitored manually via periodic
visits to measure depth and SWE using snow tubes. An

automated network, SNOTEL (https://www.wcc.nrcs.usda.
gov/snow/), records hourly information on SWE (measured
by the weight of snow on a snow pillow), snow depth
(measured by transit times of ultrasonic pulses to snow
surface and back), and other standard meteorological vari-
ables. The data are transmitted by radio signals, cell networks
or via satellite. Simple snow stakes are frequently used and
can be monitored manually, via camera, or, if in remote
regions, by aircraft or satellite (if telemetered).

Although a full treatment of hydrologic measurements is
beyond the scope of this paper, what happens after the rain
falls and the snow melts is extremely important to monitor
because of the subsequent threats of flash flooding and main
stem flooding (and droughts in the case of insufficient
water). First, a real-time multi-sensor (rain gauges, radar
and satellite estimates) analysis is needed to assess current
rainfall rates – in the U.S. this is provided by NOAA’s Mul-
tiple Radar Multiple Sensor (MRMS) system (https://www.
nssl.noaa.gov/projects/mrms/) on a 1 km grid every 2 min.
The surface runoff and subsequent river levels are measured
by over 8000 stream gauges operated by the U.S. Geologic
Survey and Army Corps of Engineers. These inputs, plus
outflow data from over 5000 reservoirs and quantitative pre-
cipitation forecasts from operational models, provide initial
conditions for National Water Model (https://water.noaa.
gov/about/nwm) streamflow forecasts at 2.7 million river
locations every hour.

Two variables very important to aviation – ceiling and visi-
bility – are also provided by human observers or automated
sensors. A common instrument to detect ceilings is a laser
beam ceilometer, which, because it transmits vertical, intense
pulses of visible or near-infrared light, operates using lidar
principles. Its range is typically 3–4 km, so high clouds are
not detected; also, it cannot report 2–3 levels of clouds as
human observers do. In principle, the thousands of ceilometers
deployed at airports around the world could provide high-res-
olution time-height profiles of backscattered intensity that
would provide useful PBL structure information; – this is
now commonly done in Europe but not yet in the U.S. Cloud
cover information (in %) is determined from ceilometers by
analyzing the “cloud hit” information for 30–60 min. Whole-
or all-sky cameras are also used to observe fractional cloud
coverage. Types of clouds are reported by human observers
but not by instruments, although lightning sensors indicate
the presence of convective clouds. Visibility, which is easy
to report by observers looking at objects of known distance,
is challenging to automate (see ASOS Users Guide referenced
above). A common method is to measure the extinction coeffi-
cient of the atmosphere (from light scattering) with a telephot-
ometer or transmissometer and relate it to “runway visual
range”. The need to report specific types of obscurations
such as fog, mist, freezing fog and haze is accomplished by
ASOS by combining information from the visibility, tempera-
ture, dewpoint and present weather sensors. Cameras are also
used for monitoring visibility, especially where fog and
smoke may be common.

Fig. 8 Typical Automated Surface Observing System (ASOS). Courtesy of
Kenneth Boutin, National Weather Service.
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Land surface measurements are vital to assess the regional
climate but are also important for mesoscale and storm-scale
weather prediction (Lanicci et al., 1987). The temperature of
the land surface (skin temperature) is rarely measured in situ
but is sensed by satellites as the radiative temperature of the
earth’s surface. Soil temperature measurements are made at
depths varying from 5 to 100 cm, under both bare and vege-
tated soil using buried thermistors or thermocouples, and
are especially important to the agricultural community. Soil
moisture information is crucial for hydrological, agricultural,
fire weather and other interests, and is most useful if, like
temperature, a profile at 2–4 levels is obtained so that vertical
fluxes can be estimated. It is a challenging measurement, not
commonly obtained at standard surface stations, but is
measured, e.g. at over 100 stations by the Oklahoma
Mesonet (Illston et al., 2008). A heat dissipation sensor is
used that measures the change in soil temperature after a
heat pulse is introduced – this change is proportional to soil
moisture. Several variables in additional to soil water
content can be estimated such as soil water tension (or soil
water potential) and fractional water index. Other methods
to measure soil moisture include gravimetric sampling, tensi-
ometers and neutron scattering. Areal measures are provided
by the cosmic ray soil moisture sensor (400 m scale), passive
microwave radiometry from satellites and gravitational
anomalies from the GRACE satellite (Sadeghi et al., 2020).
A major effort has been made in the U.S. to collect soil moist-
ure data from over 20 sources – see http://
nationalsoilmoisture.com – a true “network of networks.”
The local surface energy balance requires several

additional measurements: net radiation (downward and
upward shortwave and longwave radiation), sensible and
latent heat fluxes, and heat conduction. The radiation
measurements (and instrument used) made at the surface to
determine the balance include direct solar radiation (pyheli-
ometer), global radiation – solar plus diffuse sky radiation –

(pyranometer), terrestrial radiation (pyrgeometer), and
albedo (albedometer). It is also possible to measure specific
wavelengths such as ultraviolet radiation (dosimeter) and
infrared radiation (spectrometer, radiometer, interferometer).
Heat and moisture (and momentum) fluxes require profiles
of temperature, moisture and wind, using instruments
already mentioned. Using these observations, the surface
energy balance can be monitored, as well as (with the help
of satellite data) useful quantities such as the Bowen ratio,
Normalized Difference Vegetation Index (NDVI), and other
properties of the soil and canopy.
The surface layer is quite turbulent, requiring high spatio-

temporal measurement resolution and accurate instrumenta-
tion; see Foken (2017) for a detailed description of such
measurements.
The measurement of atmospheric aerosols and pollutants,

originally very important in urban areas for assessing health

impacts, is also important for knowledge of total radiative
forcing affecting climate change, and for providing warnings
to people worldwide affected by wildfire smoke. Pollutants,
by definition, are substances that, for the most part, do
not occur naturally in the atmosphere, or, if they do, are
enhanced to hazardous levels (e.g. O3 near the surface) . The
AMS online Glossary (https://glossary.ametsoc.org/wiki/
Welcome) summarizes U.S. EPA definitions of “criteria pollu-
tants”, that can injure health or harm the environment and
“toxic pollutants” that are specifically known to cause cancer
or other serious health problems. The criteria pollutants are
carbon monoxide, lead, nitrogen dioxide, ozone, particulate
matter with size ≤10 μm (PM-10) and sulfur dioxide. These
quantities are monitored and regulated by the EPA, and
public warnings are issued if levels become especially danger-
ous. The EPA has identified at least 188 toxic pollutants which
are monitored at the source of emission (such as at chemical
plants and refineries), with regulations requiring reduction or
elimination of these air toxins.3 We note that there are hundreds
of air quality monitoring networks that measure criteria pollu-
tants and many other hazardous gases or particles; – many are
listed in the National Academy of Sciences (NAS) “Network of
Networks” study (NRC, 2009; see Table B.2).

Aerosols are defined as colloidal systems wherein the “dis-
persed phase” is either solid or liquid particles and the “dis-
persion medium” is gas (here, the atmosphere) (AMS online
Glossary – https://glossary.ametsoc.org/wiki/Welcome).
Atmospheric conditions such as fog, smoke, smog, mist and
haze are considered aerosols, although haze may also
contain photochemical smog (O3, NOX, hydrocarbons).
They all cause obscurations to visibility, endangering aviation
and transportation operations in general, whose measurement
is described above. Smoke, comprised of small particulate
matter caused by combustion, also causes obscurations as
well as health hazards. The increase in wildfires and
acreage burned in recent years has brought greater attention
to “fire weather”, for which it is important to monitor and
predict precipitation trends, temperature, soil moisture or
“wetness”, fuel availability and dryness, and wind speed.
Cloud condensation nuclei and dust are also aerosols, most
of which originate naturally (e.g. from soil, salt spray,
smoke, volcanic eruptions, pollen and other organic material).
Many of these substances are not regularly measured (unless
they affect visibility, health and/or air quality), but are done so
during field research experiments, often in aircraft.

Finally, the composition of the atmosphere is monitored
from both the surface and space, the latter covered in
Section 3.c. The two main components, nitrogen and
oxygen, are not monitored as closely as the minor constituents
or trace gases such as water vapour, carbon dioxide (CO2),
ozone (O3), methane (CH4), carbon monoxide (CO), nitrous
oxides, etc. since the latter are more important to global radia-
tive forcing, weather and human health. Water vapour is the

3Since we do not include atmospheric chemistry in this review, we will not go into the details of pollutant measurement.
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most important greenhouse gas, as well as the source for the
earth’s hydrologic cycle and its measurement is described
above; however, its total percentage of the atmosphere’s
mass is not changing very quickly. CO2, on the other hand,
has increased over 30% over the past 62 years as seen by
the famous Keeling curve from the Mauna Loa site (https://
www.esrl.noaa.gov/gmd/ccgg/trends/). Given that the pristine
conditions at 3400 m on Mauna Loa might not be representa-
tive of other locations, NOAA has been monitoring CO2 at
many other sites around the globe (https://www.esrl.noaa.
gov/gmd/ccgg/about.html), with similar trends observed.
Spectroscopy methods are used to make the measurement,
e.g. via a non-dispersive infrared analyzer or cavity ring-
down spectroscopy (https://www.esrl.noaa.gov/gmd/ccgg/
about/co2_measurements.html). Air samples are either
pumped directly into the instrument, or, if not at a reference
network site, are collected in flasks and brought to a labora-
tory. Great care is taken to collect representative, unpolluted
samples at many sites world-wide, both on the ground and
via aircraft flights. Most of the world’s laboratories that
measure CO2 also measure the other atmospheric gases men-
tioned above, but the details of these measurements are
beyond the scope of this paper.
We close this section by noting that monitoring the earth’s

surface climate and its variability requires a network of long-
term, appropriately sited and well-instrumented stations
around the globe. A NAS study on the “Adequacy of
Climate Observing Systems” states the case for the impor-
tance of such networks (NRC, 1999). The various Federal
and private sector networks for weather monitoring are not
well suited for this task because of their large variability in
siting, measurements taken and quality. The U.S. has joined
with the WMO to support the Global Climate Observing
System (GCOS) by creating the U.S. Climate Reference
Network (USCRN). The USCRN is comprised of about 140
sites distributed around the U.S., including at least 23 in
Alaska (https://www.ncdc.noaa.gov/crn/overview.html).
Each site measures temperature, precipitation, soil moisture
and temperature, surface (skin) temperature, solar radiation,
wind speed, relative humidity, and wetness (via a disdrom-
eter). The data are recorded every 5 min and transmitted
hourly to a geostationary satellite, from which the information
is downloaded to the National Center for Environmental
Information (NCEI). The U.S. also supports a Cooperative
Observer Program (Coop) that is comprised of over 4000 vol-
unteer surface sites that (at minimum) report daily maximum
and minimum temperature, snowfall and 24-hr precipitation
totals (https://www.weather.gov/coop/Overview), which are
also important for monitoring long-term climate change.

4 Observations for mesoscale and convective-scale
weather
a Satellites
While the first generations of satellites primarily provided
observations on the synoptic and large-mesoscale, recent

generations now measure the atmosphere and surface proper-
ties at the convective or storm-scale (0.25–5 km). This
section will describe the current sounding and imaging capa-
bilities of many of the instruments carried by the satellites
shown in Fig. 2.

1 MULTISPECTRAL IMAGERY

The spectral bands of the satellite imagers cover select bands
in the visible and infrared portions of the electromagnetic
spectrum. Horizontal spatial resolution in the visible ranges
from 250 m (MODIS) – 375 m (VIIRS) in LEO to 500 m in
GEO, and the resolution of infrared channels range from
1 km in LEO to 2 km in GEO. The operational imagers in
GEO can scan the full earth disk in 10 min, with smaller
mesoscale domains sampled every 1–2.5 min. Various
channel combinations are used to make additional decision
aids and products for forecasting (e.g. fog, smoke, airmass,
dust among others). The National Oceanic and Atmospheric
Administration (NOAA) Geostationary Operational Environ-
mental Satellite (GOES) and the European Organization for
the Exploitation of Meteorological Satellites (EUMETSAT)
Meteosat Third Generation (MTG, planned launch in late
2022) geosynchronous satellites also have lightning imagers
that provide storm-scale day/night imaging of lightning dis-
charges including their radiant energy, areal extent, and
propagation, never before possible from space.

The current Meteosat Second Generation (MSG) 12 spec-
tral channel Spinning Enhanced Visible and Infrared Imager
(SEVERI) provides the pathfinder heritage for the newest
generation of geostationary satellites and the many derived
products used in nowcasting. These products use various
combinations of the visible and infrared channels to derive
products such as the Convective Rainfall Rate (CRR),
Rapidly Developing Thunderstorm (RDT), and a visible/
infrared convective storm blended composite called the Sand-
wich product (http://nwsaf.org; https://cwg.eumetstat.int/).

The new generation 16-band multispectral imagers in the
GEO-Ring depicted in Fig. 2 (e.g. NOAA GOES ABI, Japa-
nese Meteorological Administration (JMA) Himawari,
Korean Meteorological Agency (KMA) GeoKompsat 2a,
and EUMETSAT MTG Flexible Combined Imager (FCI))
are a major advancement over the previous generation.
Earlier generation 5-band GEO imagers now have 16 bands
(3 Visible, 3 Near IR (NIR), 10 Long Wave IR (LWIR))
with spectral coverage from 0.46 to 13.3 µm and with
spatial resolutions that range from 500 m (VIS) to 2 km
(IR). Similar advancements are found in the new generation
of POES multispectral imagers first developed for the Earth
Observing System (1999 launch on NASA’s Terra satellite;
2002 launch on NASA’s Aqua satellite). The 36 spectral
band Moderate Resolution Imaging Spectroradiometer
(MODIS) instruments might be considered the pathfinder
for the new generation of operational GEO and LEO
imagers. The 22 spectral band Suomi National Polar-orbiting
Partnership (S-NPP) and Joint Polar Satellite System (JPSS,
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Goldberg et al., 2018) Visible Infrared Imaging Radiometer
Suite (VIIRS) instruments are major advancements over the
previous generation Advanced Very High-Resolution Radio-
meter (AVHRR) 7-band imager on the NOAA (Goldberg
et al., 2018) polar satellites.
JPSS-1 (now NOAA 20) operates in an early afternoon

1330 local equatorial crossing time sun-synchronous orbit at
an altitude of 833 km. The NOAA 20 orbit is separated
from the S-NPP by 50 min. The Terra MODIS overpass is
at 1030 local while MODIS Aqua is at 1330 local time.
These imagers are valuable for land, ocean, and atmosphere
monitoring and provide products to support impact-based
decision support services. MODIS has spatial resolutions of
250, 500 m, and 1 km depending on the wavelength and spec-
tral coverage of the VIS/NIR/SWIR (0.405–2.155 µm) and
the Mid-wave IR (MWIR) to the Long-wave IR (LWIR)
(3.66 µm to 14.28 µm). The VIIRS has 22 spectral bands
between 0.412 and 12.01 µm covering a swath of 3000 km,
including 16 moderate resolution bands with a spatial resol-
ution of 750 m at nadir, 5 imaging resolution bands with
spatial resolution of 375 m at nadir, and one panchromatic
Day-Night Band (DNB) with 750 m spatial resolution
throughout the scan.
Some improvements of VIIRS (launched in 2011 on S-

NPP) over MODIS (launched on NASA Terra in 1999) are
that the VIIRS has one shortwave and one longwave
imaging channel at 375 m resolution compared to 1 km for
MODIS, which improves VIIRS ability at these wavelengths
to see greater detail. VIIRS pixels only expand minimally
toward the edge of scans, providing overall higher resolution.
VIIRS has a wider swath than MODIS, 3000 km vs. about
2400 km. Lastly, VIIRS has a Day Night Band (DNB) for
nighttime imaging. VIIRS has some disadvantages as well
compared to MODIS, perhaps most notably having only 22
channels compared to MODIS’ 36 channels. The most signifi-
cant shortfall is VIIRS’ lack of water vapour channels at
around 7 micrometers, which are used for water vapour-
based applications on MODIS (including feature-tracked
winds).

2 ATMOSPHERIC SOUNDINGS

The primary contribution of infrared and microwave sound-
ings to mesoscale and high impact weather diagnostics, now-
casting, and short-range forecasting is through their
assimilation into NWPmodels. Near real-time satellite sound-
ing retrievals of temperature and moisture from LEO, avail-
able at the right place and time, can also aid in warnings of
severe weather through measurements of (evolving) atmos-
pheric stability conditions (Esmaili et al., 2020). Such retrie-
vals are useful in providing forecasters with gap-filling data
between the standard radiosonde launch times around 00
and 12 UTC.
A much-anticipated advance for atmospheric observations

of weather and climate is hyperspectral sounding from geos-
tationary orbit. The GEO surveillance perspective offers

significant improvements for nowcasting and very short-
range forecasting of high impact environmental phenomena.
The capability first demonstrated by the Geostationary Inter-
ferometric Infrared Sounder (GIIRS) on the Chinese
Fengyun-4A (FY-4A) satellite (Yang et al., 2017; https://
space.oscar.wmo.int/instruments/view/giirs) will be followed
by the European MTG-S Infrared Sounder (IRS). The IRS
will be the first hyperspectral IR instrument having longwave
infrared spectral coverage of 680–1210 cm−1 (14.3–8.3 μm)
with > 800 spectral channels and mid-wave infrared spectral
coverage of 1600–2250 cm−1 (6.25–4.6 μm) with > 920 chan-
nels on a geostationary satellite providing full-disk coverage
with high spatial (4 km at nadir) and temporal (30 min) resol-
ution moisture and temperature profiles of the atmosphere
(Holmlund et al., 2021). The IRS is based on an imaging
Fourier-transform interferometer with a spectral resolution
better than 0.754 cm−1 and a spectral sampling of 0.6 cm−1.
All interferograms from the IRS are disseminated (down-
linked) to ground, where they are transformed into spectra
via fast Fourier transformation and are radiometrically and
spectrally calibrated and geolocated.

The main objective of the IRS is to provide information on
specific humidity and temperature with good vertical resol-
ution either via data assimilation methods or as retrieved pro-
files, which also drives the baseline scan sequence concept of
operations. The use of sequences of IRS data will also enable
extracting information on atmospheric flow, either through
Derived Motion Winds (see Fig. 6) or via the wind tracing
in four-dimensional variational (4D-Var) data assimilation
schemes. A GEO hyperspectral sounder with similar perform-
ance to that of IRS, with a planned launch in the 2030s, is also
under study by NOAANESDIS (Maier et al., 2021). JMA and
KMA are evaluating their prospects for a GEO IRS to fill out
the Geo-Ring as recommended by the WIGOS 2040 Vision
(WMO, 2019). GIIRS and IRS will provide valuable proxy
data for the other future GEO sounders as well as opportu-
nities for research.

3 DAY/NIGHT BAND

A Day/Night band (DNB), previously on the Defense Meteor-
ological Satellite Program (DMSP) satellite series and a more
advanced version on the Joint Polar Satellite System (JPSS)
Visible Infrared Imaging Radiometer Suite (VIIRS), provides
seven orders of magnitude of radiance sensitivity. The DNB is
a highly sensitive, calibrated broadband panchromatic
channel with 750 m spatial resolution covering the visible to
near-infrared wavelengths from 500 to 900 nm (Hillger
et al., 2013). The DNB is capable of direct detection of city
lights and other terrestrial (e.g. fires, gas flares) emission
sources with illumination as little as a quarter moonlight, as
well as the light reflecting from cloud tops, dust, and pol-
lution. The DNB can also capture images for scenes that are
illuminated by nightglow emission. Gravity waves emanating
from the overshooting tops of deep thunderstorms with vigor-
ous updrafts have even been observed in the nightglow
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imagery (Miller et al., 2015). Nighttime remote sensing
methods traditionally rely on infrared and microwave chan-
nels. However, infrared observation of the lower atmosphere
may be obscured by upper-level clouds and a lack of thermal
contrast, while microwave sensing provides lower spatial and/
or temporal coverage, as in passive microwave imaging.

4 RGB IMAGERY

IR images are often colorized, referred to as RGB or red-
green–blue imagery, using band combination recipes to
bring out details in cloud patterns, aerosols, dust, and air
mass properties (dry or moist). A Quick Guide for generating
a dust RGB can be found at (http://rammb.cira.colostate.edu/
training/visit/quick_guides/Dust_RGB_Quick_Guide.pdf).
Infrared imagery, like visible imagery, can be used to analyze
thunderstorms (enhanced-v temperature couplets), mid-lati-
tude systems (comma cloud), and hurricanes (eye). Cloud-
top temperatures, like surface-feature temperatures, can be
determined using IR imagery and reveal the difference
between low and high clouds because they have different
cloud-top temperatures. Enhancement curves are often
applied to IR imagery to highlight tops of thunderstorms.

5 LIGHTNING IMAGING

Lightning imaging day and night from LEO (Blakeslee et al.,
2020) with 4 km resolution at nadir (International Space
Station Lightning Imaging Sensor, ISS-LIS) and from GEO
(Goodman et al., 2013; NOAA-NASA, 2019) with 8 km res-
olution at nadir (GOES Geostationary Lightning Mapper
(GLM)) use a nadir-pointing high speed (2 milliseconds
sampling) camera to detect the optical transient signature of
lightning illuminating cloud tops at 777.4 nm, a wavelength
associated with the neutral atomic oxygen emission line
triplet of the lightning spectrum. The GLM is a recent new
capability for mapping total lightning (in-cloud and cloud-
to-ground) across the western hemisphere from the GOES-
East (75.2W) and GOES-W (137.2W) positions in GEO
(Rudlosky & Virts, 2021). GLM can uniquely observe the
path of a single dangerous discharge originating in the con-
vective storms of a mesoscale convective system (MCS)
that propagate into the trailing stratiform region over many
hundreds of km (Peterson et al., 2020; Rudlosky et al.,
2020). In 2023 the EUMETSAT MTG Lightning Imager
will complement GLM with coverage of Europe, Africa and
the adjacent oceanic regions.

6 MICROWAVE PRECIPITATION MEASUREMENTS

The Global Precipitation Measurement (GPM) core (Fig. 2)
has two widely used primary instruments, a Dual-frequency
Precipitation Radar (DPR) and a GPM Passive Microwave
Imager (GMI). The DPR consists of a Ku-band precipitation
radar (KuPR, 13.6 GHz) and a Ka-band precipitation radar
(KaPR, 35.5 GHz), both having 5 km spatial resolution at
nadir and covering a swath width of 245 km. The DPR is
more sensitive than its TRMM predecessor especially in the

measurement of light rainfall and snowfall in mid latitude
regions. Rain/snow determination is accomplished by using
the differential attenuation between the Ku-band and the
Ka-band frequencies. The GPM Microwave Imager (GMI)
is a multi-channel, conical-scanning, microwave radiometer
that enables the core spacecraft to serve as both a precipitation
standard and as a radiometric standard for the other GPM
international partner constellation satellites (https://gpm.
nasa.gov/missions/GPM/GMI). The GMI has thirteen micro-
wave channels ranging in frequency from 10 to 183 GHz. In
addition to carrying channels similar to those on the Tropical
Rainfall Measuring Mission (TRMM) Microwave Imager
(TMI), the GMI carries four high frequency, millimetre-
wave, channels near 166 and 183 GHz (https://gpm.nasa.
gov/missions/GPM/GMI). The GPM core and its partner
passive microwave radiometers, when combined with the
GEO imagers, can create a widely-used precipitation
product called IMERG (Huffman et al., 2018) that is
updated every 30 min through temporal morphing of the
instantaneous rainfall fields, and that is widely used in now-
casting and NWP validation. An excellent review of precipi-
tation measurements and methods from space is found in
Levizzani et al. (2020).

Further information on satellite missions and instruments
can be found in the WMO Observing Systems Capability
Analysis and Review (OSCAR) database for Space-based
Capabilities (OSCAR/Space), updated October 2020
(https://www.wmo-sat.info/oscar/spacecapabilities). The
COMET/MetEd satellite training modules offer free regis-
tration and provide current information on many of the
weather satellites, their instruments, and the use and interpret-
ation of their data (https://www.meted.ucar.edu/training_
detail_university.php). In addition to the myriad of on-line
resources, three books on weather satellites the reader may
also find useful are Kidder and Vonder Haar (1995), Liang
(2017), and Goodman et al. (2019). The latter two references
are available as eBooks and individual chapters can be pur-
chased or freely downloaded if your library has subscribed
to Science Direct access.

7 SNOW AND ICE MAPPING

The cryosphere broadly includes snow, sea ice, lake and river
ice, icebergs, glaciers, ice caps, ice sheets, ice shelves, perma-
frost, seasonally frozen ground, and solid precipitation.
Notable cryosphere-related hazards include blizzards, snow/
ice-melt flooding, ice jams and break-up, avalanches, sea-
level rise, and climate change. Visible and infrared measure-
ments from the ABI and VIIRS multispectral imagers (Key
et al., 2013, 2019) and passive microwave measurements
(Meier et al., 2017) from AMSR (AdvancedMicrowave Scan-
ning Radiometer), AMSR-E, and AMSR-2 provide measure-
ments of precipitation, snow cover, and sea and lake ice
surface temperature, concentration, thickness, and motion
and other variables of interest for global change science and
monitoring. Ice thickness inputs include surface skin
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temperature, air temperature, radiation fluxes at the surface,
snow depth, atmospheric moisture, and wind. The AMSR2,
launched in 2012, is still operating and is a successor to
AMSR on the Japanese ADEOS-II satellite and AMSR-E on
the NASA Aqua satellite. The AMSR-2 covers a 1450 km
swath from its orbital altitude of 700 km, collecting daytime
and nighttime data over 99% of the Earth every two days.
Synthetic Aperture Radar (SAR) has a long history (see

tutorial at https://earth.esa.int/documents/10174/642943/6-
LTC2013-SAR-Moreira.pdf) of making active microwave
measurements at X-band and C-band for snow cover
mapping (Tsai et al., 2019) and sea ice classification and chart-
ing in the remote arctic regions (Zakhvatkina et al., 2019). The
SAR is an airborne or satellite-based side-looking radar system
which uses the platform motion to electronically simulate a
very large antenna aperture to generate high-resolution
remote sensing imagery (https://www.radartutorial.eu/20.
airborne/ab07.en.html). SAR measurements at C-band are
available from ESA’s Sentinel-1 and the Canadian Space
Agency RADARSAT. The 3-satellite commercial RADAR-
SATConstellationMission (RCM) provides high spatial resol-
ution mapping of snow and ice (as well as marine surveillance,
disaster management, and natural resource mapping).
NASA’s Ice, Cloud and land Elevation Satellite (ICESat and

ICESat-2) uses a lidar altimeter (GLAS, Geoscience Laser
Altimeter System) to measure ice sheet elevation and sea ice
thickness. Lidar altimetry has fine horizontal resolution of
tens of metres and vertical resolution less than 10 cm that
also makes it possible to determine ice thickness and the
boundary between seawater and polar ice and (after successive
passes) to profile the height along-track in order to map ice
thickness (Farrell et al., 2020; Lai & Wang, 2021). The lidar
altimeter requires extremely accurate orbit determination
using GPS, since the basic ranging measurement provides
the distance of the object from the satellite in orbit. Ice cover
and concentration are critical parameters for numerical
weather prediction and as climate change indicators(e.g.
surface emissivity, energy balance) and for operational ice ser-
vices such as the NWS Alaska Sea Ice Program (https://www.
weather.gov/afc/ice), the NWSNational Operational Hydrolo-
gic Remote Sensing Center (https://www.nohrsc.noaa.gov/)
and the US National Ice Center (https://usicecenter.gov/).

b Radar
1 OPERATIONAL RADARS

Weather radars were specifically developed with the purpose
of detecting mesoscale and convective-scale precipitation
systems because they can quickly scan mesoscale areas,
which are difficult to sample sufficiently and quickly
enough using in situ sensors mounted on instruments such
as rawinsondes or on aircraft. S-band radar systems are best
suited for surveillance of mesoscale and convective-scale fea-
tures. These radars are useful for computing the climatology
of precipitation, type of precipitation, and type of precipitat-
ing system over broad areas. The range of these S-band

surveillance radars is typically 100–200 km or more, but is
limited by the sensitivity of the radar, the nature of the scat-
terers, and the lowest altitude that can be scanned owing to
the curvature of the Earth and refraction.

The radar-echo imagery from a network of radars may be
composited into a mosaic on a much larger domain to show
how precipitation varies across the country. Some composited
products of three-dimensional radar structure have become
available in the U. S. and are archived (e.g. Homeyer, 2014)
and are very useful for climate studies. The MRMS pro-
gramme, mentioned earlier, makes use of composited radar
data to produce quantitative precipitation estimates over
broad areas (Zhang et al., 2016). Radar resolution and the
height above the ground are important considerations in pro-
ducing these composites because the resolution at far ranges
from radars is much less than that near radars and beyond a
given range, there are no data below a given altitude (Fig.
5). There are also surveillance radar networks in Europe, in
Asia, and elsewhere around the globe, but not all are free
and open access, especially when the networks are run by
the military and the data are considered a security issue.

C-band systems and X-band systems have also been used,
the latter particularly in mesoscale networks such as CASA
(Collaborative Adaptive Sensing of the Atmosphere) in the
U. S. Advantages of CASA-like networks are that the atmos-
phere can be sampled near the ground (Fig. 5) and that high
spatial resolution can be attained when viewing small-scale
features such as tornadoes (McLaughlin et al., 2009).

2 MEASUREMENTS MADE BY RADARS

There are many radar measurements unique to the mesoscale
and convection scale. These measurements include both non-
severe and severe phenomena.
i Non-severe phenomena

Radar can detect the melting level as an enhanced region of
reflectivity within stratiform precipitation in extratropical
cyclones. It can show the leading convective-line and strati-
form regions of precipitation within mesoscale convective
systems (MCSs). Mesoscale bands of precipitation are
found within extratropical cyclones and along fronts. Precipi-
tation type can be identified from polarimetric-variable infor-
mation and the important rain – snow transition line can be
located.

Fine lines of enhanced reflectivity near the ground, which
are caused by the convergence of insects, mark mesoscale
zones of convergence (Wilson et al., 1994). These fine lines
mark boundaries such as gust fronts, outflow boundaries,
surface fronts, and sea-breeze/land breeze fronts, and others.
When there are sufficient scatterers, Doppler radars show
zones of convergence along these features.

Micro Rain Radars (MRRs) are vertically pointing FM-CW
(frequency modulated continuous wave) radars operating at
24 GHz (K band), made by the German company Biral/
Metek, for profiling rain rate, liquid-water content, and
drop-size distribution in the lower troposphere, by computing
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Doppler spectra of the vertical fall speed of hydrometeors
(Adirosi et al., 2020).
ii Severe phenomena
When strong, damaging winds are present, Doppler radars

detect high wind speeds. Vortex shear signatures in Doppler
velocity indicate mesocyclones in supercells and in other con-
vective storms such as MCSs. A shear signature that is of a
very small scale and intense is called a TVS (tornado vortex
signature) and indicates the high likelihood of a tornado
(Brown et al., 1978).
Large and damaging hail is indicated by high reflectivity,

low ρhv, and low ZDR (Kumjian & Ryzhkov, 2008). Other
features commonly seen in radar depictions of severe con-
vective storms include ZDR (and KDP) columns, which
show enhanced ZDR, indicative of liquid raindrops, lofted
above the 0° level by strong updrafts. Weak-echo regions
(WERs) and bounded weak-echo regions (BWERs)4 may
also indicate strong updrafts, in which precipitation does
not form until high altitudes in the storm (Browning &
Donaldson, 1963). Hook echoes along with Doppler shear
signatures indicate rotation. ZDR arcs are curved bands of
enhanced differential reflectivity caused by size sorting of
hydrometeors along the edge of the forward flank of super-
cells and are thought to be indicative of storm rotation.
Polarimetric debris signatures are regions of relatively low
ρhv (Ryzhkov et al., 2005), indicative of flying debris
caused by strong winds in tornadoes and by strong
straight-line winds.
The motions of convective storms, both severe and non-

severe, may be determined by tracking cells using algorithms
to detect local regions of enhanced reflectivity. Updrafts in
severe convective storms may also be tracked by following
WERs, BWERs, and ZDR columns, but they are not always
detected in convective storms.
Lighting flashes in convective storms detected by radar

may be pinpointed by arrays of lightning detectors that
locate regions of radiation generated along lightning channels.
The incidence, location, frequency, and polarity of lightning
flashes can be used to infer vertical motion and precipitation
processes in convective storms.
Convection in tropical cyclones has been studied exten-

sively by surveillance Dopplers near coastlines in the
U. S. Outer rainbands, inner rainbands, and eyewall convec-
tion, and mini-supercells, some tornadic, in landfalling tropi-
cal cyclones. S-band radars are the best tools for studying
hurricanes, owing to the extreme attenuation occurring in
their intense precipitation regions.

3 RESEARCH RADARS

A summary of most of the research radars used as of 5–10
years ago is found in Bluestein et al. (2014). Ground-based
research radars that are not part of the operational surveillance

network of radars, operating at S-band and having both
Doppler and polarimetric capability, have been used for
specific field programmes (e.g. from NCAR at the EOL
(Earth Observing Laboratory)) (https://www.eol..edu/data-
software/field-catalog as also noted later in Section 4.f).
They are most difficult to move and set up, owing to their
large size and weight.

Ground-based, mobile (usually truck-mounted), C-band
and X-band radars, many having both Doppler and polari-
metric capability, have been used, since the early to mid-
1990s, to study severe convective storms and landfalling tro-
pical cyclones (Bluestein et al., 2014) (Fig. 9). Pairs or triads
of some of these radars have been set up to collect data from
which multiple-Doppler analyses of the three-dimensional
wind can be synthesized. Mechanically scanning, electroni-
cally scanning, and hybrid mechanically and electronically
scanning radars have recently been engaged in studies of
severe convection, tornadoes, and landfalling tropical
cyclones. New polarimetric mobile Doppler radars being
developed include one at OU/ARRC (Advanced Radar
Research Center) that operates at C-band and scans electroni-
cally using the “imaging” technique (Isom et al., 2013), called
PAIR (Polarimetric Atmospheric Imaging Radar) (Salazar
et al., 2019). This radar uses an antenna that transmits an ellip-
tically shaped pattern, whose major axis is in the vertical and
whose minor axis is in the horizontal. Backscattered radiation
is received through electronic scanning. It is anticipated that
volume scans of convective storms can be accomplished in
just 5–7 s. A similar radar called the MP-PAWR (Multi – Par-
ameter Phased Array Weather Radar), which operates at X-
band, has already been developed and tested in Japan.

Although research, mobile radars have archived much less
data than fixed-site surveillance radars, they still may be used
for climate studies that target the characteristics and spatial
and temporal distributions of specific small-scale phenomena

Fig. 9 RaXPol, a rapid-scan, X-band, polarimetric mobile Doppler radar
scanning a tornado in Kansas in 2016. Courtesy of H. Bluestein.

4The BWER was first referred to as a “vault.”
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such as tornadoes and their intensities, sizes, and wind distri-
butions; these phenomena may be probed by fixed-site radars
only when they come on rare occasions within 10–20 km of
the radars. Thus, climate-variability studies on the nature of
mesoscale and convective-scale features are possible. Some
difficulties in doing this will involve accounting for the differ-
ent spatial and temporal resolutions of the different radars
(Table 3).

c Surface
Section 3.e covered surface measurements and instrumenta-
tion that are made globally, so we will mention here some
additional networks and measurements usually made on the
regional and local scales. Local and state, private and
public observing networks have existed for a long time
and are still proliferating. The NAS “Network of Net-
works” report summarized this state of affairs as of 2009,
noting that surface networks are viral but not coordinated
(NRC, 2009). As a result, the National Mesonet Program
(NMP) was created by NOAA (https://nationalmesonet.
us), and now has more than 40 partners providing data
from over 35,000 stations that significantly enhance the
Federal networks. Many of these partners are state
climate offices (e.g., McPherson et al. (2007)), but also
include academic institutions and private sector companies.
The majority of observations come from the surface, but a
few networks include ground-based profiling systems (e.g.
New York State Mesonet; Brotzge et al. (2020)). Other
lower-tropospheric measurements come from 450 regional
aircraft with TAMDAR sensors. All NMP data are deliv-
ered to NCEP’s Meteorological Assimilation Data Ingest
System (MADIS), where they are quality controlled and
made available for numerical weather prediction and
general use.
There are other networks that are not part of the NMP. For

example, other agencies such as EPA have stations monitor-
ing air quality, power generation companies have local net-
works to monitor dispersion of possible pollutants, and the
wind power sector uses sodars and lidars to monitor the
wind load on their turbines. Ground-based global and regional
RF (from VLF to VHF) lightning detection networks (e.g.
Earth Networks Total Lightning Network, Vaisala National
Lightning Detection Network and Global Lightning
Dataset360, World Wide Lightning Location Network,
EUCLID, LINET, ATDNet) are operated primarily by
private sector companies, though there are regional VHF
Lightning Mapping Arrays (LMAs) in the US operated by
government laboratories and universities whose data are
used operationally by the National Weather Service. The
data contain information on lightning location, timing,
polarity, in-cloud vs cloud-to-ground, and other parameters
(Nag et al., 2015). Measurements of electric fields in the
vicinity of thunderstorms are made from the ground and bal-
loons. Some surface networks such as Understory (https://
understoryweather.com/technology) concentrate on hail

detection, with the insurance industry being their primary cus-
tomer. A list of many U.S. hydrometeorological networks that
existed in 2009 is given in Appendix B of NRC (2009), which
is based primarily on information from https://archive.eol.
ucar.edu/projects/hydrometnet/, which is no longer updated.

A potentially new source of very high-density information
about atmospheric conditions comes from the mobile phone
industry. Many cell phones have a pressure sensor, which
can provide surface pressure information if the height of the
phone can be determined (Madaus & Mass, 2017). Another
opportunistic use of mobile phone networks is to use attenu-
ation by rain of transmissions to and from commercial micro-
wave link towers to estimate hourly and seasonal rainfall
distributions in Germany (Graf et al., 2020).

d Ground-based and in-situ Profiling Systems
While satellites and radars provide high spatiotemporal resol-
ution measurements both globally and locally, there are still
gaps in their coverage. Cloud cover hinders visible and infra-
red satellite observations, and satellite soundings do not have
sufficient vertical resolution to identify fine-scale (10–100 m)
structure in the boundary layer. Radars suffer spatial gaps
directly above the antenna (cone of silence) and between
radars, under the lowest beam. Radars and satellites also do
not directly measure common meteorological variables,
making retrievals (or forward models in data assimilation)
necessary. As a result, many other systems have been devel-
oped to fill in these gaps. This subject is more completely dis-
cussed in the NAS “Network of Networks” report (NRC,
2009), highlighting the importance of surface and boundary
layer observations, and a subsequent NAS report summarized
boundary layer observations needed for future progress
(NRC, 2018). Detailed measurement techniques for boundary
layer flows are discussed in Kaimal and Finnigan (1994), and
a vision for a global boundary layer observing system can be
found in Teixeira et al. (2021).

1 IN-SITU OBSERVATIONS

Some instrument systems make measurements as they travel
though the atmosphere, such as the radiosondes and drop-
sondes discussed in Section 3.a.2. These systems are also
used to ascertain mesoscale structure during field experiments
over land and ocean. Other small and large balloon ascents are
made for specialized quantities such as chemical composition,
electric fields, etc. Tethered balloon systems, with instruments
mounted at regular intervals, are used to sample the planetary
boundary layer (PBL). The most rapidly growing in-situ
system used to study fine-scale structure are unmanned
aerial systems (UAS), sometimes called drones. They can
be quite large – e.g. the Global Hawk, which can hover
over hurricanes, has a 40 m wingspan – or small, less than
10 cm in diameter. While the Global Hawk can surveil a hur-
ricane at 20 km for over a day, dropping up to 90 dropsondes,
NOAA also uses small (1.5 m wingspan), expendable
Raytheon Coyote drones, tube-launched from hurricane
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surveillance aircraft, to sample the lowest layers of tropical
storms. UAS are often human-piloted from the ground, but
autonomous systems are being developed with pre-planned
or adaptive routes. In general, the larger systems are fixed-
wing aircraft, while smaller helicopter-type systems are
common for more local studies. There are hundreds of appli-
cations for UAS systems – one particularly relevant to mesos-
cale studies is the “3D-Mesonet” concept (Chilson et al.,
2019) in which a dense array of small UAS (coptersondes –
see Fig. 10) located at surface mesonet stations take lower-
tropospheric soundings at regular intervals to assess the
rapidly changing boundary layer.
An assessment of the performance of these systems com-

pared to other PBL sensors is presented in Bell et al.
(2020). More weather forecasting applications of UAS are
discussed in McFarquhar et al. (2020). One PBL sensing
opportunity for the future is to instrument the thousands of
drones envisioned to deliver packages for Amazon, UPS,
etc.; – a benefit to such companies would be improved PBL
forecasts. Drones could also be used to transport arrays of
microsensors aloft, where they would be released to disperse
across a region (Horton et al., 2018). Markowski et al. (2018)
have described an innovative use of balloon-borne probes that
drift along, to a good approximation, with the wind, for
making thermodynamic measurements inside convective
storms. We note that many of the systems mentioned in this
paragraph and elsewhere are examples of “adaptive obser-
vations”, in which observing systems are deployed at times
and locations where observations are most needed. Field
experiments designed to address specific scientific questions
are adaptive observation efforts, but the term often refers to
real-time strategies to obtain additional, presumably helpful,
observations to improve operational forecasts, such as “hurri-
cane hunter” aircraft missions, high-resolution sector scans
from satellites, and other deployable systems (see Morss
et al., 2001).

2 REMOTE SENSING

There are also ground-based remote-sensing systems, both
active and passive, that measure tropospheric wind and ther-
modynamic profiles, although some are limited to within the
boundary layer. As previously noted, the NRC (2009) and
(2018) reports recommended that networks of profiling
systems be installed to provide high resolution (especially
in time and in the vertical) measurements of the lower tropo-
sphere to complement the high horizontal resolution data we
are receiving from satellites, radar and surface stations. Such
a Federal network has not yet been installed in the U.S.,
although many individual systems or small networks have
been installed by government agencies, academic institutions
or the private sector. Europe has a larger suite of organized
PBL sensors (e.g. Illingworth et al., 2019). There are several
candidate systems that can comprise a ground-based remote-
sensing network, some of which (aside from surveillance
radars) are described below.

Wind profilers, whose operating principles were discussed
in Section 2.b.2.ii, and which are essentially vertically-point-
ing phased-array Doppler radars, can sense to very high alti-
tudes using VHF frequencies, but, as noted earlier, these do
not resolve the boundary layer. Smaller, less-expensive
systems, using UHF frequencies, have been designed for
lower-tropospheric wind sensing, although the first useful
measurement is still 100–200 m above the instrument. For
example, a 915 MHz wind profiler can sample at 60 m verti-
cal resolution (with first value at 100 m) up to 4 km, and
produce a profile every minute, although more reliable pro-
files result when averaged over 15–60 min. Wind profiling
radars also provide, along with mean Doppler shift, returned
power and Doppler spectral width, from which other useful
quantities can be determined.

Wind profiler systems are often combined with a radio
acoustic sounding system (RASS) which generates verti-
cally-propagating acoustic waves that produce perturbations
in the refractive index that are detected by the wind profiler
radar if the Bragg scattering condition is met. Since these per-
turbations are moving at the speed of sound Cs, virtual temp-
erature Tv can be computed from Cs = (γRTv)

1/2, where R is the
gas constant and γ is the ratio of the specific heat capacities at
constant pressure and volume, respectively. For UHF bound-
ary layer profilers, temperatures are obtained only up to 1 km
or so.

Doppler wind lidars (see 2.c.2) are also candidates for
PBL networks, especially if very high-resolution measure-
ments are desired. However, their beams attenuate fairly
quickly, limiting their range to several kilometers. Thus, in
addition to being frequently used in research field exper-
iments from fixed and mobile platforms (including aircraft),
they, along with sodars (2.c.2), are very useful in monitoring
wind and turbulence levels at turbine heights in wind energy
farms.

Candidates for PBL temperature and moisture measure-
ments include microwave radiometers (MWR), atmospheric
emitted radiance interferometers (AERI), and DIAL (see

Fig. 10 CopterSonde UAS for atmospheric measurements made by the
Center for Automated Sensing Systems at the University of Okla-
homa. Photo courtesy of Tony Segalés.
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2.c.1). Upward-looking MWRs can measure temperature,
water vapour, and cloud liquid water given careful calibration
and ground truth information. Their time resolution is excel-
lent (5 min), but have low vertical resolution – roughly
100’s of m below 1 km, but 1 km or more above 1 km.
AERI systems are also passive, examining downwelling radi-
ance in the infrared spectrum to obtain profiles of tempera-
ture, water vapour, other gases and aerosols. AERI systems
require little maintenance, have 100–200 m vertical resolution
and can produce soundings as frequently as 1 min, although
intervals of 8–10 min are more common. Comparison of the
value of AERI soundings vs other profiling systems described
here in cloud-scale NWP can be found in Degelia et al.
(2019). DIAL systems for measuring water vapour have
shown progress in recent field experiments (Spuler et al.,
2015). Integrated precipitable water (IPW) can be obtained
from the wet delay in overhead GPS transmissions. Many
sites providing GPS IPW were installed for geodetic purposes
before it was realized that they could also provide accurate
hourly IPW data. Slant path water vapour values from GPS
transmissions could, in principle, provide 3-D moisture
fields via inversion techniques if the paths had sufficiently
high spatiotemporal resolution. An excellent summary of
lower-troposphere thermodynamic profiling is found in Wulf-
meyer et al. (2015).

e Aircraft
1 RADAR

Tail-mounted, airborne, X-band radars (e.g. Dowell et al.,
1997; Hildebrand et al., 1996; Marks & Houze, 1984; Waki-
moto et al., 1996) have collected targeted data in severe con-
vective storms and in tropical cyclones and mesoscale
convective systems, particularly over the ocean areas. In the
U. S. airborne radars are maintained by NOAA, NASA, and
NCAR. Airborne radars are particularly useful over otherwise
data-sparse regions of the globe. They have been used also
over land areas when it is needed to transport radars large dis-
tances quickly to get to the target storm. In this regard, they
are more responsive than ground-based, mobile radars, but
they are also not able to collect data well near the ground,
owing to ground-clutter contamination. In addition, since it
takes a relatively long time to fly back and forth across a con-
vective storm, the update time of data collection is longer than
5–10 min, during which storms can evolve substantially.
New airborne radars being developed include a phased

array, rapid scanning, C-band radar at NCAR, called APAR
(Airborne Phased-Array Radar) (https://www.eol.ucar.edu/
system/files/APAR%20Brochure%202020-compressed.pdf).
This radar should prove valuable for probing weather systems
in remote areas very quickly.

2 OTHER AIRCRAFT INSTRUMENTATION

In addition to the standard parameters provided by commer-
cial aircraft mentioned in III.A.2 and III.B.3, research aircraft
can provide these and many more specialized observations.

For example, long-range research aircraft can sample vari-
ables important for studying radiative forcing and climate
change such as atmospheric gas concentrations, aerosols,
and upwelling and downwelling solar and terrestrial radiation.
Smaller aircraft can be used to probe mesoscale and cloud-
scale systems, measuring properties such as liquid water,
cloud droplets and other hydrometeors. In addition to the
radars described above, research aircraft also deploy lidars
and millimetre (cloud) radars.

Several government agencies such as NCAR (for NSF),
NASA and NOAA maintain a fleet of aircraft platforms and
instruments available to researchers to obtain the atmospheric
measurements mentioned above. NCAR operates a long-
range Gulfstream V and a C-130; see https://www.eol.ucar.
edu/airborne-instrumentation for the possible instrumentation
that can be deployed. NOAA’s fleet includes two Lockheed
WP-3D Orion “hurricane hunter” aircraft and a Gulfstream
IV-SP, that together conduct tropical cyclone surveillance
missions (https://www.omao.noaa.gov/learn/aircraft-
operations). These planes can be instrumented with a tail
Doppler radar for mapping the tropical cyclone wind field
as well as a Stepped-Frequency Microwave Radiometer
(SFMR) to estimate surface winds. At NASA, the Airborne
Science Program (https://airbornescience.nasa.gov/) aircraft
are used for calibration and validation of future satellite
instrumentation and their retrieval algorithms (Bartlett et al.,
2018), as well as to collect high temporal and spatial measure-
ments for process studies to complement satellite obser-
vations (Fig. 11; Table 4). A detailed description of NASA
aircraft scientific missions and accompanying instrumentation
is given in a recent NRC report (NRC, 2021) that articulates
the benefits of airborne platforms to advance earth system
science.

A few universities operate small research aircraft, primarily
for cloud physics research; e.g. the University of Wyoming
King Air (http://www.atmos.uwyo.edu/uwka/users/capabiliti
es.shtml), and the University of North Dakota Citation
(http://airborneresearch.atmos.und.edu). Researchers can
often add their own instrumentation to any of the above air-
craft provided weight, size and power limitations are met.

f Ships
Ships have been making weather observations for centuries,
which enabled Edmund Halley, e.g. to propose a mechanism
for the monsoon as early as the late seventeenth century
(Halley, 1686). The WMO specifications for ship obser-
vations include current weather, temperature, dewpoint temp-
erature, pressure, pressure tendency, wind speed and
direction, visibility, cloud amount, type and heights, seawater
temperature, sea wave state, sea ice, and icing on ship, along
with the course, speed and location of the ship. Ship obser-
vations are not as reliable as those on land, owing to, e.g.
the ship’s motion, non-standard siting, height about sea
level, and reliance on human observations. Fortunately, the
sea surface temperature, an important variable for both
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weather forecasting and climate, can be done automatically
through ship water intakes and satellites. Ships are frequently
used in field experiments, and thus can support many other
observation systems such as radiosondes, and remote
sensing systems. Buoys, both fixed and drifting, also
measure standard meteorological parameters, sea surface
temperature, salinity and wave heights (see, e.g. https://
www.ndbc.noaa.gov). It is beyond the scope of this paper to
cover all oceanographic measurements, but one promising
new system is Saildrone (https://www.saildrone.com), a
small, uncrewed, wind and solar-powered vessel that can
roam the open ocean and measure many physical quantities
above and below the surface (Meinig et al., 2019). Radars

have been placed on ships during field experiments in
remote oceanic areas, particularly in the tropics. The attitude
of the ship in the water must be carefully measured and
accounted for before the data can be used. Data from these
radars during specific field experiments (too numerous to
list here) may be available online. A rich source of data is
available from NCAR at the EOL (Earth Observing Labora-
tory) (https://www.eol.ucar.edu/data-software/field-catalog),
where data from other observing systems on other platforms
may also be found.

Finally, we will note here that oceanic surface wind
measurements from ships, buoys, and drones can be sup-
plemented immensely by scatterometer instruments hosted

Fig. 11 NASA ER-2 instrumentation complement used in the GOES-16 post-launch test field campaign to validate the performance of the GOES-16 ABI and
GLM (Padula et al., 2016). The VIRIS-NG is the Next-Generation Airborne Visible/Infrared Imaging Spectrometer, LIP is the Lightning Instrument
Package (electric field-mills), EXRAD is the ER-2 x-band Doppler radar, CPL is the Cloud Physics Lidar, GCAS is the GeoCAPE Airborne Simulator,
S-HIS is the High-resolution Interferometer Sounder, CRS is the 94 GHz (W-band) Cloud Radar System, and FEGS is the Fly’s Eye GLM Simulator.
Refer to (https://airbornescience.nasa.gov/) for additional instrument details.

TABLE 4. NASA ER2 instrument complement used in the GOES-16 post-launch test campaign. The instrument specs include type of measurement, spectral
range, spectral resolution, ground sample distance (GSD), field of view (FOV), and swath width.

Instrument Type Spectral Range
Spectral
Response GSD FOV Swath Width

AVIRISng Hyperspectral 380–2510 nm 5 nm 0.3–20 m 34 deg �11 km
S-HIS Hyperspectral 3.3–18 μm 0.5 cm−1 2 km 40 deg 40 km
FEGS Passive EO Near IR (777.4 nm) 10 nm �10 km
LIP Electric Field
CPL Lidar 1064, 532, 355 nm 30 × 200 m
CRS Doppler Radar 94 GHz (W-band) na
EXRAD Doppler Radar 9.6 GHz (X-band) 1.2 km 25 km conical scan with fixed

nadir
GCAS Hyperspectral 300–490 nm; 480–

900 nm
0.6 nm; 2.8 nm 350 × 1000 m; 250 ×

250 m
45 deg; 70 deg
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on satellites, which uses radar to measure backscatter from the
ocean surface to determine wind speed and direction. An
Advanced Scatterometer (ASCAT) is currently aboard the
EUMETSAT Metop satellites, and its wind products are
extremely useful to those monitoring oceanic storms,
especially hurricanes (see https://www.eumetsat.int/ascat).

5 Some observation issues
a Coordination among Observing System Providers
While meteorological observing system infrastructure has his-
torically been provided by national governments, a large
amount of data is now being provided by the private sector,
academia and smaller public institutions (states, cities, etc.).
Examples range from GPS-RO CubeSats to mobile and
fixed radar and wind-profiler networks, to state and city mes-
onets, down to citizen surface weather observations. As out-
lined in NRC (2009), there are many organizational models
for such networks, from public systems publicly available
(e.g. NEXRAD), to private systems with private data
(NLDN), public systems with private data (DoD obser-
vations), private systems with public data (MDCRS) and
various hybrids (e.g. DFW Urban Testbed, Brewster et al.,
2017). NRC (2009) noted that an impression of “false spar-
sity” could result if observations from these diverse sources
were not identified or used, and presented recommendations
for how the various data owners could coordinate to help
set standards and make these data widely available.
Owing to the investments involved, the satellite community

began such an effort in 1972 with the formation of the Coordi-
nation Group for Meteorological Satellites (CGMS), initially
to coordinate geostationary meteorological satellites. They
have expanded their membership and activities to monitor,
intercalibrate, improve, and harmonize the quality of obser-
vations from weather and environmental satellites of the Inte-
grated Global Observing System. In 2005, they and the WMO
initiated the Global Space-based Inter-Calibration System
(GSICS), an international collaborative effort comprised of
operational and research space agencies, to ensure consistent
accuracy among space-based observations worldwide for
climate monitoring, weather forecasting, and environmental
applications (https://gsics.wmo.int).
Similar efforts exist, both internationally and nationally, to

coordinate and intercompare other observing systems such as
radars, radiosondes, ground-based remote sensing, soil moist-
ure, rainfall, snow depth/ SWE, and surface networks, some
of which have been mentioned in the text. For surface networks,
recommendations for siting standards and metadata exist (Fieb-
rich et al., 2020), although they are not always followed. The
major NWP centres of the world have become de facto data
evaluation hubs owing to their sophisticated quality control pro-
cedures and FSOI results (see Section 5.b.3). Thus, they can
inform data owners if, e.g. a systematic error or bias appears
in their observing system or at an individual station, or if
their entire system is not adding any value to the forecasts.
Through these checks, it is hoped that errors can be corrected

and that nations/companies can eliminate redundant systems
and invest where the greatest observational needs exist.

b Data Assimilation Considerations
1 SYNERGY AMONG OBSERVATIONS, DATA

ASSIMILATION AND MODELS

There is great synergy among observations, data assimilation
(DA) systems and numerical forecast models in that improve-
ments to any one component causes improvements to the
others, or, conversely, deficiencies in one negatively affects
the others. We should note that in the feedback to observations
case, improvements to DA-NWP systems don’t “improve”
observations but, as mentioned in Section 5.a, they provide
better feedback on the errors and value of the observations,
which should motivate improving observation accuracy and
development of new or enhanced observing systems. DA
systems, though, have the responsibility of making optimal
use of the data that they do receive, a challenging task given
the hundreds of sensors on dozens of satellites, not to
mention the many additional inputs from in situ and ground-
based systems. There is the well-known example of the large
increase in forecast model skill when DA systems began to
use satellite radiances directly (which is a very accurate
measurement) rather than the retrieved temperature profiles,
which had significant errors. The responsibility of models is
to represent the physics as faithfully as possible, as no
amount of accurate high-resolution observations or sophisti-
cation in a DA system can overcome, e.g. a model’s poor rep-
resentation of PBL physics, which will create its own incorrect
structure once the DA cycle is complete. In some situations,
such as modelling the land surface properties during a forecast,
there are insufficient observations to accurately characterize all
the components of the surface energy balance, such as soil
moisture profiles, in the initial state. Thus, land data assimila-
tion systems (LDAS) were developed to assimilate observed
fields such as precipitation and satellite imagery with the
model physics to attain all the necessary fields. More generally,
DA accomplishes “information spreading” into areas with
fewer observations, which might appear to decrease the need
for new observations, but if those areas have unobserved
mesoscale structures or topography, then the need for higher
resolution observations returns.

2 EXAMPLE OF CURRENT CHALLENGE: ALL-SKY

RADIANCES

A current example of a challenging problem in making
optimal use of existing data is the assimilation of all-sky
radiances. Such radiances come from microwave sounders
(e.g. AMSU-A for temperature, AMSU-B for moisture), IR
sounders (e.g. CrIS, IASI) and multispectral imager IR chan-
nels. Until recently, model cloud fields were not accurate
enough to provide a good match to observed radiances in
the forward model step (when model fields are converted to
radiances and brought to observation locations), and thus all
satellite views that contained clouds were not used in DA.
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However, increased resolution and improved physics are
resulting in better cloud fields, which permits attempting to
correct model cloud-contaminated radiances with radiances
that come from satellite views that contain clouds. This was
first successful for microwave radiances which are less
affected by clouds (Geer et al., 2014) but only more recently
with IR radiances, which are very cloud sensitive. Geer et al.
(2019) and Chan et al. (2020) discuss the challenges involved
in the use of all-sky IR radiances in global and storm-scale
models, respectively. For the global case, Geer et al. (2019)
found that all-sky IR DA adds 65% more observations than
clear-sky-only assimilation, and had a significant positive
impact on forecasts, especially in the tropics.

3 ASSESSMENT OF OBSERVATIONS

Data assimilation (DA) and modelling systems can be used to
assess the benefit (or lack thereof) of individual and combined
observing systems. Observing System Experiments (OSE)
(often called data denial experiments) are employed to evalu-
ate current observations. Forecasts made using all available
data are compared with ones made with one or more observ-
ing systems absent, thus assessing the impact of the denied
data. An example of a regional OSE study of several of the
ground-based observing systems mentioned in this paper is
given by James and Benjamin (2017), and an OSE for the
global scale is presented by Bouttier and Kelly (2001). Note
that OSEs can also be used to see how effectively the DA
system uses a particular set of observations. To assess the
potential value of future observing systems, Observing
System Simulation Experiments (OSSE) are used. Here,
both current and future observations (and their errors) have
to be simulated from a “nature run”, which is usually a very
high-resolution forecast (made by a different model than
used in the experiments) designed to simulate the atmosphere
as accurately as possible. Data denial experiments are then
conducted to assess the impact of the future observations.
OSSEs can also be used help design new observing networks
and their sampling strategies, as well to assess whether a new
observing capability can help improve our characterization of
the earth system or our understanding of the processes that
govern the system. A recent essay on current and past appli-
cations of OSSEs and recommendations for their future use
is given by Zeng et al. (2020), while Hoffman and Atlas
(2016) provide more detail on the OSSE methodology.
Real-time, simultaneous evaluation of the forecast impact of

individual observations and observing systems are made by
operational modelling centres using the Forecast Sensitivity to
Observations (FSO) technique. This method, often called Fore-
cast Sensitivity to Observations Impact (FSOI), uses the linear
tangent model of an adjoint- variational DA system (4DVar)
to measure the reduction of a specified forecast error metric
resulting from the addition of new observations (Langland &
Baker, 2004). This technique can also be used for ensemble
Kalman filter DA systems as outlined by Kalnay et al. (2012),
where it is known as EFSO or EFSOI. Examples using these

techniques are given by Gelaro and Zhu (2009), Gelaro et al.
(2010), Cardinali (2018), Diniz and Todling (2020), and
Kotsuki et al. (2019); note that all these authors caution
against over-interpretation of the results owing to the various
approximations and limitations of the techniques. An example
of the output of a FSOI system is given in Fig. 12, which
shows how FSOI results change over time in the GoddardMod-
eling and Assimilation Office (GMAO) global model, with the
left figure showing changes from 2012–13 to 2018–19, and
the right figure with changes from 2017–18 to 2019–20.

As is common in many global FSOI experiments, micro-
wave (AMSU-A) and hyperspectral (IASI) sounders rank
high (see also figures in the Cotton & Eyre, 2019; study refer-
enced in Section 3.a.2). Here, radiosonde observations and
atmospheric motion vectors (AMV) also rank high in positive
impact. A very recent result from GMAO (Fig. 13 – from
https://gmao.gsfc.nasa.gov/forecasts/systems/fp/obs_impact/
– McCarty, personal communication) shows observation
impacts computed using the adjoint of the GEOS-5 atmos-
pheric data assimilation system run at GMAO.

As in Fig. 12, observation impact is taken to be the differ-
ence in the error measure between 24-h forecasts initialized
from the final analysis and corresponding background state,
where this difference is due entirely to the assimilation of
the observations. Positive values of observation impact indi-
cate that assimilation of a given set of observations has
improved the 24-h forecast. These results show that GEO-
AMVwinds now have the largest impact. This may be attribu-
table to the increase of continuous AMV observations from
GEO that cover much of the full disk of the earth. Note that
the data count (see colour scale) for AMVs is as large as for
the IASI and AMSU-A systems, which may not be true for
other global modelling systems, depending on the quality
control and data selection procedures used on the raw satellite
data, which is on the order of 108 observations.

c Data Curation
1 NASA’S EARTH OBSERVING SYSTEM DATA AND

INFORMATION SYSTEM (EOSDIS)

NASA’s Earth Observing System Data and Information
System (EOSDIS) is designed as a distributed system, with
major facilities at NASA’s Distributed Active Archive
Centers (DAACs) located throughout the United States.
These institutions are custodians of NASA’s Earth Observing
System (EOS) mission data and ensure that data will be easily
accessible to users. EOSDIS DAACs process, archive, docu-
ment, and distribute data from NASA’s past and current sat-
ellites (https://earthdata.nasa.gov/eosdis/science-system-
description/eosdis-services).

2 NOAA’S COMPREHENSIVE LARGE ARRAY-DATA

STEWARDSHIP SYSTEM (CLASS)

The Comprehensive Large Array-data Stewardship System
(CLASS) managed by the NOAA National Centers for
Environmental Information (NCEI) is an electronic library of
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Fig. 12 Forecast Sensitivity to Observations Impact (FSOI) ranking comparison (courtesy of Will McCarty, NASA Goddard Modeling and Data Assimilation
Office (GMAO)).

Fig. 13 Observation impacts computed using the adjoint of the Goddard Earth Observing System, Version 5 (GEOS-5) atmospheric data assimilation system at
NASA GSFC. The average values for each observing system are shown over the full year 19 March 2020–18 March 2021. The values are averaged over
the number of cases in the interval, and the colour shading denotes the average number of observations for a given observing system. Observation impacts
in GEOS-5 are computed once each day for the 24-h forecast initialized at 00Z. The results shown are from the GEOS-5 interactive web page (https://
gmao.gsfc.nasa.gov/forecasts/systems/fp/obs_impact/).
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NOAA environmental data. CLASS provides data through a
terrestrial connection and is NOAA’s web-based data archive
and distribution system for NOAA environmental data (satel-
lite, radar, surface, in-situ, other). CLASS provides data
access and distribution services of NOAA and US DoD Polar
Operational Environmental Satellites (POES) data, NOAA’s
GOES data, and derived data. CLASS has a rolling window
of data available, subscriptions, and bulk orders for larger
user needs. CLASS stores an average of 130 TB/month of
data. The CLASS registration process is available at https://
www.class.noaa.gov/notification/demo.htm.

3 ESA/EUMETSAT DATA CENTERS

The European Space Agency (ESA) distributes Earth Obser-
vation (EO) data from ESA Missions, Third Party Missions
(TPMs), ESA Campaigns, the Copernicus Space Component
(CSC), and auxiliary data from a number of missions and
instruments (https://earth.esa.int/web/guest/data-access/how-
to-access-esa-data). ESA also has a collection of airborne,
ground-based, or balloon campaigns over different locations
inside and outside Europe. The resulting datasets are available
on the internet or media. Data distributed by ESA is available
under different data policies and access mechanisms.
The EUMETSAT Data Center (https://www.eumetsat.int/

eumetsat-data-centre). has more than 300 meteorological satel-
lite products available – in the case of Meteosat spanning a
record of more than 30 years (since 1981). The Data Centre
offers one of Europe’s largest and most comprehensive collec-
tions in this field. EUMETSAT Data Center products, once
they are ready to be delivered, can be accessed online or phys-
ically sent to the user on the chosen media. The Atmospheric
Toolbox (https://earth.esa.int/eogateway/tools/atmospheric-
toolbox) provides scientists with tools for ingesting, proces-
sing, and analyzing atmospheric remote sensing data.

4 UCAR RESEARCH DATA ARCHIVE (RDA)

The Research Data Archive (RDA) (https://rda.ucar.edu/) is
maintained by the Computational and Information Systems
Laboratory (CISL) at the National Center for Atmospheric
Research, which is managed by UCAR and sponsored by
the National Science Foundation. The archive contains a
diverse collection of meteorological and oceanographic
observations, operational and reanalysis model outputs, and
remote sensing datasets to support atmospheric and geos-
ciences research. The NCAR Earth Observing Laboratory
also manages a widely used Field Catalog service (http://
catalog.eol.ucar.edu) offering a comprehensive collection of
field project related documents and data sets. Each Field
Catalog is customized as needed for each campaign and con-
tinues to be available on-line long after the field campaign has
ended, so data can be used for post-project analysis.

5 CLOUD SERVICE PROVIDERS

NASA and NOAA and other data centres are actively moving
data to the cloud. For example, the Global Hydrology

Resource Center (GHRC) was the first of the 12 NASA Dis-
tributed Active Archive Centers (DAACs) to migrate all its
data holdings to a commercial cloud provider (Amazon
Web Services) mapping out a pathway for the other DAACs
(https://earthdata.nasa.gov/learn/articles/tools-and-
technology-articles/eosdis-cumulus-project). The GHRC
manages data from satellites, aircraft campaigns, in-situ
sensors, and computer models. Previously, it might have
taken weeks to download, reformat, and restructure the data
needed to do a time-series analysis, a task that will eventually
be completed in minutes. New tools for data exploitation can
eliminate the need to download large volumes of data to a
local data repository or computer for research analysis. The
general public can access data and tools made available
through the Cloud Service Providers (CSPs) for free, and
the data are available to the public without restriction on
use. These data will include the original and unaltered data
content, and may additionally be provided using any
broadly accessible and open format or formats. NOAA’s
Big Data Program (https://www.noaa.gov/organization/
information-technology/big-data-program) works with three
infrastructure-as-a-service (IaaS) providers to broaden
access to NOAA’s data resources. These partnerships are
designed to not only facilitate full and open data access at
no net cost to the taxpayer, but also foster innovation by
bringing together the tools necessary to make NOAA’s data
more readily accessible. See also https://earthdata.nasa.gov/
eosdis/cloud-evolution.

d Final Remarks
All branches of science require observations to inform their
discipline and atmospheric science is no exception. As has
documented in this paper, the atmosphere is very well moni-
tored, with terabytes of information per day being generated
from satellites, radars and hundreds of other observing
systems and instruments. This does not mean that the atmos-
phere is perfectly observed or that we are making optimal use
of the data that we do have. Every advance in numerical
weather prediction and climate simulations caused by new
observations, better data assimilation, higher resolution and
improved physics motivates a desire to increase our capabili-
ties in all four areas. For example, research has shown that
climate models with convection-allowing resolution have
superior results over coarser models – to accomplish this
we’ll need additional observations to provide more detailed
characterization of the earth’s surface and atmospheric com-
position, observations to inform improved model physics,
and, since climate models are becoming well-coupled with
ocean, sea ice, land-surface, air chemistry and hydrologic
models, we’ll need more observations in those domains as
well. On the storm scale, the NWS has the “Warn-on-Fore-
cast” vision, in which sub-kilometer resolution models
provide reliable probabilities for hazardous weather, includ-
ing tornadoes, hours before they occur. This will require far
more rapid scanning, such as might be provided by a national
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phased-array radar network (NRC, 2002), plus other ground-
based systems to fill in radar gaps and provide high-resolution
PBL profiling, along with high-resolution satellite data. Both
these model advances (coupled global and convection-resol-
ving) will require advanced but efficient DA techniques,
enhanced high performance computing capabilities and
greater communication and archival demands. To sustain
observations made on operational networks, especially on
the synoptic scale, we must rapidly adjust to circumstances
that force long-term observing stations to cease operations,
whether from changing environmental conditions such as
beach erosion, natural disasters such as fires or severe
storms, or from lack of continuing funding.
There is no shortage of studies that provide vision and

specific recommendations for future observational needs.
For example, the NRC (2009) “Network of Networks”
report’s recommendations articulated the need for a national
network of ground-based profiling systems to provide
enhanced observations in the PBL, whose need has been
reinforced by several subsequent NAS studies, including the
recent NRC PBL Workshop (2018) report. For satellites, the
U.S. is guided by the NASA-funded NAS decadal studies,
the most recent being Thriving on Our Changing Planet
(NRC, 2018), which presents prioritized science, applications,
and observations, with related strategic and programmatic
guidance, to support the U. S. civil space Earth observation
programme over the coming decade. Also, the World Meteor-
ological Organization (WMO) published Vision for the WMO
Integrated Global Observing System (WIGOS) Vision for

2040, which presents a likely scenario of how user require-
ments for observational data may evolve over the next 20
years (WMO, 2019). Motivated by these and other studies,
NOAA, NASA and other international atmospheric science
and space agencies have teams working on components of
the future satellite constellation, which will feature advanced
instruments with higher spectral and spatial resolution in both
LEO and GEO orbits. These agencies as well as the private
sector are also developing and launching swarms of Cubesats
that may revolutionize the future of satellite architectures and
how data are distributed and shared. We will see an explosive
growth in new approaches that combine the radiances and
retrieved information from passive and active sensors from
multiple platforms, and increasingly employ Artificial Intelli-
gence/Machine Learning (AI/ML) techniques, data analytics,
visualization, and cloud data and software for an integrated
depiction of the atmosphere and the Earth as a System.
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